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ABSTRACT
Clathrate hydrates have characteristic properties that render them attractive for a number of indus-
trial applications. Of particular interest are the following two cases: (i) the incorporation of large
amounts of gas molecules into the solid structure has resulted in considering hydrates as possi-
ble material for the storage/transportation of energy or environmental gases, and (ii) the selective
incorporation of guest molecules into the solid structure has resulted in considering hydrates for
gas-mixture separations. For the proper design of such industrial applications, it is essential to know
accurately a number of thermodynamic, structural and transport properties. Such properties can
either be measured experimentally or calculated at different scales that span the molecular scale-
up to the continuum scale. By using clathrate hydrates as a particular case study, we demonstrate
that performing studies at multiple length scales can be utilised in order to obtain properties that
are essential to process design.
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1. Introduction and background

Watermolecules under appropriate pressure and temper-
ature conditions (usually high pressures or low tempera-
tures) can self-assemble, and through hydrogen bonding
can form a solid, ‘ice-like’, framework that contains cavi-
ties (cages)with specific geometry,where guestmolecules
of appropriate size can be encaged (enclathrated) [1].
The resulting crystalline materials (clathrate hydrates)
can be stable under appropriate conditions, with the
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weak van der Waals interactions between the water
lattice and the encaged guest molecules providing the
stability of the material. The crystalline structure can
collapse (i.e. a process known as hydrate dissocia-
tion) as a result of the absence of the stabilising guest
molecules or if it is brought outside the temperature
and pressure stability conditions. The most common
types of hydrates that have been identified, based on
their crystal structure, are sI, sII and sH [1]. Their
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Table 1. Structural properties of hydrates, as used in the GCMC simulations.

Hydrate structure

sI sII sH

Molecular formula 2S·6L·46H2O 16S·8L·136H2O 3S·2M·1L·34H2O
Cavity types S: 512 L: 51262 S: 512 L: 51264 S: 512 L: 51268M: 435663

Space group Pm3n Fd3m P6/mmm
Lattice constants (Å) a = b = c = 12.03 a = b = c = 17.05 a = b = 12.21, c = 10.14
Number of unit cells 3× 3× 3 2× 2× 2 3× 4× 3
Number of H2O molecules 1242 1088 1224

Note: S: small; M: Medium; L: Large.

composition and structural properties are shown in
Table 1.

The characteristic behaviour of hydrates to selectively
incorporate large amounts of certain guest molecules,
from pure gases or gas mixtures, into the three-
dimensional cages/cavities has been under considera-
tion for the use of hydrates in a number of important
industrial applications, including the storage and trans-
portation of gases, and the separation of mixtures. A
characteristic schematic of two processes that are of inter-
est to the current study is shown in Figure 1. In particular,
hydrates can be considered as alternativematerials for the
storage and transportation of ‘energy carrier’ gases, such
as CH4[2] andH2[3,4], or the sequestration of the ‘green-
house’ gas CO2[5]. Furthermore, huge amounts of CH4
are stored within naturally occurring hydrate deposits
(oceanic or permafrost sediments) that could be used as
a possible future energy source [6]. On the other hand,
separation applications include gas mixtures separation
[7–11], natural gas purification [12,13], water desalina-
tion [14–16] and waste-water contaminant removal [17].
Exploring the two aforementioned groups of industrial
applications is of interest to the current discussion.

For the proper design of such industrial applica-
tions, it is essential to know accurately a number of

Figure 1. Schematic of the hydrate-related industrial applica-
tions of interest to the current study.

structural, thermodynamic and transport properties (i.e.
lattice constants, three-phase equilibrium conditions,
guest gas solubilities, gas-storage capacities, kinetic rates
of hydrate formation/dissociation, diffusion coefficients).
Such properties can either be measured experimentally
or calculated at different length scales, ranging from the
molecular up to the continuum scale. As Figure 2 clearly
indicates, we can identify different aspects of problems
that need to be addressed at length scales that span many
orders of magnitude. In particular, while the size of the
hydrate unit cell is in the range 1.2–1.7 nm, the size of
hydrate deposits can be in the hundreds of metres. An
interesting discussion on the issue was presented by Rip-
meester [18]. Therefore, depending on the needs and the
available resources, one can focus the research interest at
different scales such as the atomistic scale (i.e. molecu-
lar level), the mesoscale and the field scale (i.e. effective
continuum). At the molecular level, approaches such as
Molecular Dynamics (MD) and Monte Carlo (MC) sim-
ulation can be used for property calculations [19,20]. On
the other hand, at the mesoscale, methods that are often
encountered include Lattice-Boltzmann (LB) simulations
[21], Pore-Network (PN) simulations [22,23] and Dis-
sipative Particle Dynamics (DPD) simulations [24,25].
Finally, at the field scale, one uses effective continuum

Figure 2. Schematic of the length scales involved in hydrate-
related studies.
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descriptions of the momentum, heat and mass balance
equations that require a number of thermodynamic and
transport properties to be known [26]. Often, proper-
ties that are calculated at a particular length scale are
transferred for use at a different scale.

The main objective of this work is to demonstrate that
calculations and experiments at different length scales
can be utilised efficiently to obtain properties that are
essential to process design. In the current discussion,
we use the example of clathrate hydrates as a particular
case study. We report an overview of our recent simula-
tion, computational and experimentalmulti-scale studies
of pure and mixed hydrates [27–47]. At the molecu-
lar scale, we have used: (i) MD simulations in order to
calculate the three-phase equilibrium conditions (using
the phase coexistence methodology [48]) of pure CH4,
pure CO2 and binary CH4 +CO2 hydrates, as well as
structural properties, and the self-diffusion coefficients
of hydrate-forming n-alkanes in water, (ii) MC simu-
lations to calculate the storage capacities of CH4 and
H2 hydrates and the gas-mixture separation efficiencies
for various hydrate structures. The calculations are com-
pared against experimental measurements from the lit-
erature and from a newly designed experimental set-up,
as well as continuum-scale calculations using models
that couple an Equation of State (i.e. PC-SAFT [49,50];
Peng–Robinson (PR) [51]; Soave–Redlich–Kwong (SRK)
[52]) with the van der Waals–Platteeuw statistical
theory [53].

While the current study presents an overview of pre-
viously reported studies by our research group, it also
provides additional comparisons of properties calculated
by the different approaches considered, that were not pre-
viously reported, as well as some further novel aspects,
such as the web-based gas-storage calculator described in
Section 3.4.3.

2. Methodology

2.1. Molecular level simulations

Simulations at the molecular level can provide physical
insight based on the interactions between molecules and
contribute significantly to the prediction of macroscopic
physical properties and to the improvement of the theo-
retical basis of the macroscopic models (i.e. equations of
state).

(i) Elucidating the hydrate equilibrium behaviour (i.e.
three-phase equilibria) is amajor issue for the design
of a process that is based on hydrates. Experimental
work is often costly and takes a significant amount
of time. Therefore, molecular simulations, in close

cooperation withmacroscopic models can assist sig-
nificantly in the pre-screening stage of the process
design. Once the favourable conditions are identi-
fied, then, experiments can be conducted for ver-
ification of the results and generate data for the
detailed process design. However, the experiments
can be kept to a minimum level (reducing, therefore,
the cost), since all the unfavourable conditions will
have been excluded. An excellent example of such an
approach is the work of Frankcombe and Kroes [54],
that used MD simulations to calculate the guest-
hydrate interaction energies for the small/large cav-
ity occupancies of structures sII, and sH hydrates.
The authors considered approximately 50 different
guests and concluded that the proposed methodol-
ogy can be used as a screening approach to iden-
tify guests that are worthy of further study. Further
studies can be either experimental or macroscopic
modelling.

MD simulations can be used for calculating thermo-
dynamic, transport and kinetic properties. In the current
work, the following properties were examined:

• Three-phase equilibriumconditions for pureCH4[27],
CO2[28] and the binary CH4 +CO2 hydrates
[29].

• Solubilities of pure CH4[27], CO2[28], H2S (in
progress) and the binary CH4 +CO2[29] mixture in
water at two- and three-phase equilibrium conditions.

• Hydrate structural parameters including the isother-
mal compressibility and the isobaric thermal expan-
sion coefficient for pure CH4 and CO2 hydrates
[30,31].

• Self-diffusion coefficients of hydrate-forming n-
alkane gases (C1 – C5) in water [32].

All the aforementioned properties examined during
the current research work are of importance to energy-
related and environmental applications [1].

(ii) The accurate determination of the occupancy of
each type of hydrate cavity is an issue of crucial
importance for the evaluation of the selectivity of
hydrates during the separation of a gas mixture
[39]. The preferential inclusion in hydrate cavities
(under certain temperature, and pressure condi-
tions) of a guest component that is part of a gas
mixture increases the selectivity towards the guest.
In addition, cavity occupancies are important for
the economic evaluation of the gas-storage capacity
of hydrates. By increasing or decreasing the cav-
ity occupancy for a specific guest of interest, one
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can improve or deteriorate, respectively, the stor-
age capacity of a given hydrate structure. An accu-
rate determination of the gas molecules distribution
within the hydrate cavities based on experimen-
tal measurements is a demanding and difficult task
[55–57]. For this reason,molecular simulations such
as Grand Canonical Monte Carlo (GCMC) [58–61]
can be used as alternative approaches. CGMC, when
assisted with advanced, molecular-based, macro-
scopic theories that capture accurately the behaviour
of fluid and solid phases [62], can have an impor-
tant contribution towards obtaining the detailed gas
distributionwithin the different cavities duringmix-
ture separation, and the estimation of the total gas
content. In the current study, extensive MC simula-
tions have been performed in order to assess various
aspects of the storage of a number of gases (i.e. Ar
[33], H2[34,36,37], CH4[35,38], CO2[39]) that are
of industrial interest, including the effect of var-
ious force fields and the structural parameters of
hydrates. Furthermore, MC simulations have been
performed in order to study the separation of the
binary CH4 +CO2 gas mixture using hydrates [39].

2.2. Macroscopic (effective continuum) level
simulations

In order to design separation processes such as natu-
ral gas purification [12,13] or CO2 capture from flue-
gas streams [9–11], accurate thermodynamic, transport
and kinetic properties are required for all the involved
pure components and their mixtures. When fluid mix-
tures are involved, performing experiments that consider
all the possible mixture compositions can be costly and
time-consuming. Therefore, it is of utmost importance to
develop macroscopic-description tools that can calculate
the required properties of the pure components and their
mixtures. Such models are, for example, the Equations
of State (EoS) [63]. A major requirement of such macro-
scopic tools, in addition to their accuracy, is the compu-
tational efficiency. Namely, such tools should be able to
produce ‘accurate results, calculated really fast’. Molec-
ular simulations can use very detailed physics; however,
they are very computationally demanding, and therefore,
the size of the system under consideration has to be rela-
tively small (i.e. in the order of nanometres). Such types
of simulations are hard to use in process calculations.
On the other hand, an accurate and computationally fast
macroscopic model (e.g. EoS-based model) can be used
for screening purposes in the optimisation of a given
separation process.

Therefore, it is deemed essential to develop such reli-
able macroscopic tools that can describe accurately the

equilibrium properties of hydrates of gas mixtures. In
addition to the accuracy of the model, it is important to
incorporate a strong theoretical foundation in the model
so that it can be used safely to extrapolate the predic-
tions outside the range used to fit the parameters. To this
purpose:

• Cubic (i.e. PR, SRK) and non-cubic (PC-SAFT) EoS
were developed for three-phase equilibria calculations
[42,44], and solubility calculations under two- [41] or
three-phase equilibria [42,44].

• Simple combination models have been evaluated for
three-phase equilibria calculations of gas mixture
hydrate equilibria [43].

2.3. Laboratory experiments

Experimental techniques are valuable tools to calibrate
both the microscopic and macroscopic models and to
provide accurate data for process design. In particular,
the experimental data can be used to optimise the model
parameters of the macroscopic models (e.g. EoS for
the thermodynamic hydrate equilibrium calculations). In
principle, macroscopic models perform well when used
for calculations with parameters that are kept within the
range of model development. Occasionally, problems can
occur when macroscopic models are used for extrapo-
lations outside the range of development. It is therefore
essential to identify conditions and perform experiments
that will enable the safe extrapolation of the macroscopic
models. To this purpose, a novel experimental apparatus
was designed, constructed and validated for themeasure-
ment of three-phase equilibria and fluid phase analysis
[45]. In particular, we measured:

• Hydrate equilibriumconditions for pureCH4,CO2[45]
and binary CH4 +CO2 gas [46].

• The corresponding solubility of the two gases in water
under two- or three-phase equilibrium conditions
[47].

A detailed discussion on experimental methods, as
well as experimental measurements, can be found in the
book of Sloan and Koh [1].

3. Discussion of studies

The work presented here combines computational stud-
ies at multiple length scales (i.e. molecular and macro-
scopic level) with experimental measurements at the
laboratory scale, where a novel experimental appara-
tus was designed, validated and subsequently utilised
to measure three-phase equilibrium conditions of pure
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Figure 3. Schematic of the properties examined and the
approaches used in the current study. Colour code for prop-
erties/arrows: Red colour indicates that all three approaches
were used; blue colour indicates that only two approaches (i.e.
molecular and continuum-level modelling) were used and green
colour indicates that only molecular level modelling was used.
Additional schematics and details for the experimental approach
can be found in Ref. [45,46], while for molecular modelling in Ref.
[27–29].

CH4, CO2 and binary CH4 +CO2 hydrates, as well as
the corresponding gas solubilities at two- and three-
phase equilibrium conditions. Figure 3 shows a detailed
schematic of the properties examined along with the
calculation approaches used.

At the molecular level, MD simulations were utilised
using the open-source package GROMACS [64–66] in
order to obtain the three-phase equilibrium conditions,
hydrate crystal structural parameters, liquid densities,
gas solubilities at three- and two-phase equilibrium con-
ditions and hydrate-former gas self-diffusion coefficients
in water. The gas-storage capacity, chemical potential cal-
culations and the gas-mixture separation studies were
performed with the GCMC simulation method using
the open-source packageMCCCS Towhee [67]. Our sim-
ulations were performed in various statistical ensem-
bles [primarily the isobaric-isothermal (NPT), and the
canonical (NVT) ensemble]; systems with 250–5000
molecules were used, depending on the mixture and the
property of interest. When possible, systems were tested
as to ensure that no system-size dependencies affected the
simulation results. All the physical quantities reported
were calculated from sufficiently long runs (MD simu-
lations) or after adequate MC steps (MC simulations) in
order to ensure relatively low statistical uncertainties.

Calculations at the macroscopic level were performed
using either cubic (PR, SRK) or non-cubic (PC-SAFT)
EoS with in-house developed codes. Commercial simu-
lators (CSMGem [1]) for hydrate equilibria calculations

were also used. Further details of all the experimental
and computational methods employed in this work can
be found in the corresponding papers.

3.1. Structural properties

Costandy et al. [30] reported extensive MD simulation
results of pure CH4 and CO2 hydrates at a wide range
of pressure and temperature conditions focusing on the
calculation of the lattice constants (i.e. defined as the
length of the edge of the cubic hydrate unit cell) of
the two pure hydrates and their dependence on pres-
sure and temperature. The calculated lattice constants
were correlated using second-order polynomials which
were functions of either temperature or pressure. Finally,
the obtained correlations were used in order to calculate
two derivative properties, namely the isothermal com-
pressibility, defined as κT = −1/V(∂V/∂P)T , and the
isobaric thermal expansion coefficient, defined as αP =
1/V(∂V/∂T)P, where V is the calculated volume of the
hydrate unit cell. The MD simulation results were also
compared with reported experimental measurements
and other simulation studies and good agreement was
found for the case of isothermal compressibility. It should
be noted that the isothermal compressibility, κT (i.e. par-
ticularly the inverse compressibility known as bulk mod-
ulus) of hydrates is a parameter encountered during the
interpretation of seismic data obtained from the geo-
physical surveys used to identify natural hydrate deposits
[68,69]. This parameter is a good example of the inter-
play between calculations at different length scales.While
the initial MD calculations are performed at a length
scale of a few nanometres (i.e. the unit cell of sI hydrates
has a lattice constant equal to 1.203 × 10−9m; see also
Table 1 for the lattice constants of the other hydrate struc-
tures), subsequently, the calculated parameters are used
for calculations at a length scale of metres or hundreds
of metres (i.e. natural hydrate deposits). The particular
range spans approximately 10–12 orders of magnitude,
which is essentially almost the entire span shown in
Figure 2.

On the other hand, for the case of isobaric ther-
mal expansion coefficient, good agreement was found
only with other simulation studies, while the simulation
studies were in disagreement with experiments, espe-
cially at low temperatures. This is an inherent deficiency
of popular water models such as TIP4P/Ice [70], and
TIP4P/2005 [71].

Costandy et al. [31] subsequently presented a detailed
discussion on the issue, and introduced a simplemethod-
ology to rectify the specific problem. The proposed cor-
rection was based on observations reported previously
by Conde et al. [72]. These authors compared quantum
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path-integral (PI) simulations of the empty hydrate struc-
tures (i.e. sI, sII and sH) that were performed using the
TIP4PQ/2005 [73] model for water, with classical MD
simulations using the same model. They observed that
nuclear quantum effects can have a significant influence
on densities and other properties, especially for temper-
atures below 150K. On the other hand, for temperatures
above 150K, hydrates can be modelled using classical
simulations provided that an effective potential is used. In
their study, Conde et al. [72] observed that the densities
of the pure hydrates obtained from the classical simula-
tions using the TIP4PQ/2005 [73] force field are about
0.03 g/cm3 higher than those obtained from the quantum
PI simulations, while having an increasing trend at lower
temperatures. The particular difference was utilised by
Costandy et al. [31] to introduce the correction as fol-
lows: Once the lattice constant, a, for a hydrate unit
cell becomes available from classical MD simulations
(CS) the hydrate density, ρ(CS)

Hyd , could be calculated [1]
through:

ρ
(CS)
Hyd =

nwMWw +
2∑
i

θiνiMWg

NAvV
(CS)

cell

, (1)

where nw is the number of water molecules per hydrate
unit cell, MW is the molecular weight of water (w) and
guest gas (g),NAv is the Avogadro’s number, θi is the frac-
tional occupancy of cavity i by the gas guest (θi = 1, for
the case of 100% occupancy – fully occupied cavities),
νi is the number of type i cavities per water molecule
in the unit cell, and V(CS)

cell = a3 is the hydrate unit cell
volume. Subsequently, the hydrate density could be cor-
rected through the following equation: ρcorr

Hyd = ρ
(CS)
Hyd −

C, where C is a correction function and superscript ‘corr’
denotes the corrected value. Constandy et al. [31] con-
sidered two cases: (i)C is constant (C ≈ 0.03 g/cm3[72]),
and (ii) C is a function of temperature (C(T) = ρ

(CS)
empty −

ρ
(PI)
empty). The study of Costandy et al. [31] is based on the

inherent assumption that in the absence of any available
quantum PI simulation data for partial/fully occupied
hydrates, similar corrections to the case of the empty
hydrates could be applied. Such an approach resulted in
obtaining a methodology with generalised applicability.

The temperature dependence for case (ii) was obtai-
ned by fitting the density difference data of Conde et al.
[72] for the empty sI hydrate in the temperature range
77–125K to a second-degree polynomial. Therefore, one
can substitute in Equation (1) the obtained value for ρcorr

Hyd
and re-solve it in order to calculate the corrected value
for the lattice constant: acorr = (Vcorr

cell )1/3. Costandy et al.
[31] reported that the use of a constant C improved the

calculation of the lattice parameters; however, it still can’t
capture the correct behaviour at low T’s. On the other
hand, the use of a variable correction C significantly
improved the calculation of the lattice constants even at
very low T’s.

The methodology of Costandy et al. [31] was ini-
tially developed and found to perform well for cases of
sI hydrates with single cage occupancies and for guests
without strong nuclear quantum effects (i.e. methane,
carbon dioxide). Subsequently, the particular methodol-
ogy was tested for the case of propane and tetrahydrofu-
ran (THF) sII hydrates by Fang et al. [74] and found to
produce very good results for the calculated lattice con-
stants at low T’s, confirming the generalised applicability
of the methodology of Costandy et al. [31].

3.2. Three-phase equilibrium studies

3.2.1. Molecular level
Several studies [27–29] were performed in order to cal-
culate the three-phase equilibrium condition using the
phase coexistence methodology [48]. In the particular
methodology, different phases including a solid hydrate,
liquid water and the guest gas (i.e. pure gases: CH4, CO2,
H2S; or the mixture CH4 +CO2) are brought in contact
and throughMDNPT simulations, the system is allowed
to evolve to the equilibrium state that corresponds to the
given conditions. The three-phase configuration, used in
the series of studies, consisted of a solid hydrate slab,
two liquid water slabs surrounding the hydrate slab and
one guest gas slab which lies between the water slabs.
Therefore, a total of four slabs were placed in the follow-
ing arrangement: solid hydrate (H) – liquid water (W)
– gas (G) – liquid water (W), denoted as a (HWGW)
configuration. Figure 4 shows a schematic representa-
tion of the phase coexistence methodology used for the
three-phase equilibrium calculations. A brief descrip-
tion of the methodology is provided for completeness.
By performing a temperature scan (for a constant given
pressure), it is possible to determine the three-phase
coexistence temperature as follows: For a given pressure
and temperature, long MD simulations were performed
(in the NPT ensemble) and the total potential energy of
the system was monitored closely. An overall increase
in the total potential energy indicates hydrate dissoci-
ation, while an overall decrease in the total potential
energy indicates hydrate growth. For a given pressure,
the value of the three-phase equilibrium temperature was
estimated as the average of the highest temperature at
which hydrate growth occurs and the lowest tempera-
ture at which hydrate dissociation occurs. In order to
account for the stochastic behaviour of the system (i.e.
when close to the equilibrium temperature the systemcan
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Figure 4. A schematic depiction of the phase coexistence
methodology used for the three-phase equilibrium calculations
[27–29].

either evolve towards hydrate growth or hydrate dissocia-
tion), multiple realisations were considered that resulted
from using different initial velocities for the molecules in
the system [27].

Figure 5 is a ‘Pressure vs.Temperature’ plot comparing
the MD results with the three-phase coexistence curves
as predicted from CSMGem (denoted with lines). The
comparison includes the cases of pureCO2 hydrate (black
diamonds), pure CH4 hydrate (green circles) and mixed

Figure 5. Pressure vs. Temperature at three-phase equilibrium
conditions for the system CH4 + CO2 +H2O. Comparison of
MD results (CO2: black diamonds [28]; CH4: green circles [27];
CH4 + CO2: blue diamonds, red circles [29]) with the three-phase
coexistence curves as predicted with CSMGem (denoted with
lines). Solid lines correspond to pure hydrates while dashed
lines to mixed hydrates of various gas bulk composition. Small
black circles correspond to carbon dioxide hydrate experimental
data [1].

CH4 +CO2 hydrates at two different gas bulk compo-
sitions (blue diamonds and red circles). For this partic-
ular comparison, the MD results are corrected by+ 3K
in order to account for the fact that TIP4P/Ice water
model is known to under-predict the melting point of
hexagonal ice Ih by approximately 3K [75]. We can
observe very good agreement between the corrected MD
results and the experimental measurements, as well as
the macroscopic simulations with the exception of the
higher pressures considered for the case of pure CO2
hydrate. In order to obtain such good agreement between
experiments and MD simulations for gases like CH4,
CO2 or their mixtures, our recent studies identified that
the following requirements should be met during the
simulations:

• Multiple simulation runs should be performed at each
pressure and temperature in order to account for the
stochastic nature of the process.

• A water model that describes accurately the melting
point of hexagonal ice, Ih, is essential. This require-
mentwas previously reported byConde andVega [76],
who then suggested the use of the TIP4P/Ice water
model. All of our recent studies have also confirmed
the particular finding of Conde and Vega. Moreover,
this is supported by the findings of Miguez et al. [77]
for CO2 hydrate, and Yagasaki et al. [78] for ethylene
oxide (EO) and THF hydrates. Both studies used the
MD-based phase coexistence methodology.

• The accurate description of gas solubility in the aque-
ous phase is also required. For the case of pure CH4
hydrate, the use of a model such as the OPLS–UA
[79] (i.e. a single-interaction site that interacts via
a 12–6 Lennard–Jones (LJ) potential; united–atom
approach) is adequate since the CH4 solubility in
water can be accurately described [80]. On the other
hand, for the case of pure CO2 or CO2-containing
mixtures, the TraPPE [81] force field is not capable
of predicting accurately the CO2 solubility in water,
a fact also reflected in the accuracy of the three-
phase equilibria using the phase coexistence method-
ology. To address the issue, Costandy et al. [28] rec-
ommended that all the cross interaction parameters
between water and CO2 should be calculated with
the classical Lorentz-Berthelot (LB) combining rules
[19,20], with the exception of the cross interaction
energy parameter between the oxygen in water and
the oxygen in CO2(εO(CO2)- O(H2O)). A modifica-
tion factor, χ , was used to correct the LB cross inter-
action energy parameter according to the equation:
εO(CO2)−O(H2O) = χ

√
εO(CO2)

εO(H2O), where εO(CO2)

and εO(H2O) are the LJ energy parameters for oxygen
in CO2 and water, respectively. This modification was
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subsequently used in the study of Waage et al. [82],
who considered a MC simulation-based approach to
calculate the three-phase equilibrium conditions for
CO2 hydrate. This study clearly demonstrated that the
use of the modification introduced by Costandy et al.
[28], when coupledwith the use of theTIP4P/Icewater
model, improved significantly the calculated three-
phase equilibrium conditions. Therefore, the study of
Waage et al. [82]: (i) confirmed the validity of themod-
ification for the LB cross interaction energy parameter,
and (ii) confirmed the finding of Conde and Vega
[76], regarding the need to use the TIP4P/Ice water for
accurate phase equilibria calculations of hydrates.

• On the other hand, preliminary results (i.e. work cur-
rently in progress in our research group) for H2S have
indicated that even though the above requirements are
met, there are no accurate H2S force fields for hydrate
equilibrium calculations using the phase coexistence
approach.

The study of the three-phase equilibria for the
ternary system CH4 +CO2 +H2O is an excellent exam-
ple demonstrating the use of multi-scale studies in order
to fill the missing gaps in the data required for process
design. In particular, molecular level methodologies can
be calibrated appropriately at conditions where experi-
mental data are available (i.e. at low/high pressures for
pure CH4 and CO2 hydrates, and at low pressures for
mixed CH4 +CO2 hydrates) and subsequently use the
calibrated models to produce MD simulation data for
mixed hydrates at high pressures, where no experimental
data are available.

Additional studies of the three-phase equilibrium con-
ditions using MD-based approaches, with a varying
degree of success, include among others studies reported
in Ref. [83–87].

3.2.2. Macroscopic level
The most common theoretical tool for the study of
clathrate hydrate equilibrium is a theory based on Statis-
tical Mechanics that has been developed initially by van
der Waals and Platteeuw (vdWP) [53] and subsequently
modified by other workers [88–106]. Modifications were
introduced in order to relax some of the original limita-
tions (i.e. hydrate lattice distortion [98–100], interactions
between the guest molecules and water molecules that
are further away than the first shell [101–104], multiple
occupancy [95–97], etc.). In the vdWP theory, the chem-
ical potential of water in the hydrate can be expressed as a
function of the hydrate cavity occupancies (i.e. fraction of
occupied cavities by guest molecules). Therefore, the sta-
bility region of the material can be determined because

the formation or dissociation of hydrates is a phase equi-
librium process between the hydrate and the aqueous
solution (liquid or solid) of the guest gases.

Following Tsimpanogiannis et al. [41], the three-
phase equilibria between the hydrate phase (denoted
with superscript H), the vapour phase (denoted with
superscript V) and the aqueous phase (denoted with
superscriptπ), require the following conditions to be sat-
isfied for the temperature,T, pressure, P and the chemical
potential of each component in all phases (subscript W
denotes water and g denotes the hydrate-former guest).

TH = Tπ = TV , (2a)

PH = Pπ = PV , (2b)

μH
W = μπ

W = μV
W , (2c)

μH
g = μπ

g = μV
g , (2d)

The aqueous phase can be either liquid water (for tem-
peratures above 273.15K) or ice (for temperatures below
273.15K, for the case of pure water), denoted with super-
scripts L or α, respectively. Following the notation of
Parrish and Prausnitz [88] and Holder et al. [107], the
ice water phase is known also as the α-phase, while the
liquid water phase as the L-phase.

In order to proceed with the calculation of the chem-
ical potentials, a reference state is required. The most
common reference state, that is used for the calculation
of the chemical potential of water in the hydrate, is the
hypothetical empty hydrate lattice (i.e. no cages occupied
by the guest molecules) [53,107]. The empty hydrate lat-
tice is denoted as the β-phase and is a metastable phase.
According to the vdWP theory:

�μH
W

RT
= μ

β
W − μH

W
RT

= −
∑
i

νi ln

⎛
⎝1 −

∑
j

θij

⎞
⎠, (3)

where μ
β
W is the chemical potential of water in the hypo-

thetical empty hydrate lattice, R is the gas constant, νi is
the number of cavities of type i per water molecule and
θij is the occupancy of the cavity of type i by the guest
component j. Index j can be equal to one (case of pure
hydrate), two (case of binary hydrate) or higher (case
of mixed hydrates). Index i takes the values i = S, L for
structure sI and sII hydrates and i = S, L, M for struc-
ture sH hydrates, where S, L and M denote small, large
and medium cavities, respectively. The occupancy θij is
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given by a Langmuir-type function of the gas fugacity:

θij = Cijfj
1 + ∑

j
Cijfj

(4)

where Cij is the Langmuir constant of the guest compo-
nent j in the cavity i and fj is the fugacity of component j,
and can be calculated with an appropriate EoS.

By assuming that the cavity is perfectly spherical and
that the water molecules, which form the cavity, are
smeared evenly over the surface of the sphere [107],
then the Langmuir constants can be calculated from the
following simplified configurational integral:

Cij = 4π
kBT

∞∫
0

exp
(

−W(r)
kBT

)
r2dr, (5)

where kB is the Boltzmann constant, and W(r) is the
smoothed-cell potential function along the cavity radius
due to the interactions between the guest molecule and
the cavity. This potential is derived from the summation
of the pair-potentials between the guest molecule and
each one of the water molecules of the cavity. Usually,
the Kihara hard–core spherical potential is used for the
water-guest interactions and is given as a function of the
energy well depth, ε, the collision diameter for the inter-
action between the gas and the water molecules (i.e. the
distance between the centres of the two molecules when
U(r) = 0), σ , and the radius of the hard core (i.e. the
radial separation at which the guest-water pair potential
becomes infinite), α. Traditionally, the parameters σ and
ε, are fitted to hydrate equilibrium data in order to have
an adequate accuracy to the hydrate equilibrium calcu-
lations. A detailed discussion of the various forms of the
Kihara potential can be found in the studies of Bakker
et al. [105] and Bakker [106].

To simplify the calculations, namely, in order to avoid
performing the numerical integration of the complicated
expressions given by Equation (5), the Langmuir con-
stants can be considered as temperature-dependent and
thus described by:

Cij =
(
Aij

T

)
exp

(
Bij
T

)
, (6)

where the constants Aij and Bij are component- and
cavity-specific, and are calculated by fitting hydrate equi-
librium experimental data. As a result, instead of using σ

and ε as the fitting parameters, we useAij and Bij for each
cavity type. Consequently, we need to fit four parameters
for hydrates of structure sI and sII (while six parame-
ters for structure sH), instead of two parameters if we
calculate the Langmuir constants through Equation (5).

This approach, of using Equation (6), was introduced by
Parrish and Prausnitz [88].

The right-hand side (RHS) of Equation (2c) can be cal-
culated based on classical thermodynamics, taking again
the empty hydrate lattice (β-phase) as the reference state.
This is traditionally done following the technique that
was originally developed by Parrish and Prausnitz [88],
and subsequently simplified by Holder et al. [89]. The
popular approach of Holder et al. [89] is given as fol-
lows, for the case that liquid water is present in the system
(T > 273.15K). In case there is ice present in the sys-
tem (T ≤ 273.15K), Equation (2c) still holds; however,
the superscript (β − L) should be replaced by (β − α).
According to the analysis that was presented by Holder
et al. [89] the RHS of Equation (2c) can be calculated as:

�μL
W

RT
= μ

β
W − μL

W
RT

= �μ0
W(T0, 0)
RT0

−
T∫

T0

�hβ−L
w (T)

RT2 dT +
P∫

P0

�υ
β−L
w

RT
dP − ln(aw),

(7)

where �μ0
W(T0, 0) is the chemical potential difference

between water in the pure α-phase (ice) and water in
the empty hydrate (metastable β-phase), at the reference
conditions T0 and P0 (usually taken to be T0 = 273.15K
and P0 = 0.0MPa). �μ0

W(T0, 0) is an experimentally
determined quantity [108]. The second and third terms
on the RHS of Equation (7) describe the temperature and
pressure dependence of the chemical potential, respec-
tively, while in the third term, �υ

β−L
W , is the difference

of molar volume between empty hydrate and pure liquid
water at temperature T. The last term is the water activity
which is important only for the cases of high solubility of
the hydrate-former guest in the aqueous phase. Adetailed
discussion on how the particular terms can be calculated
can be found in the literature [1,41,88,107], while a recent
review of modelling approaches is provided by Khan
et al. [109].

Following such an approach, El Meragawi et al. [44]
examined the three-phase equilibrium pressures of nine
pure hydrate components (CH4, C2H6, C3H8, i-C4H10,
CO2, N2, Ar, O2 and H2S), along with several typical
binary, ternary and quaternary mixtures of them. They
considered two EoS, namely, a cubic (PR [31]) and a
non-cubic (PC-SAFT [49,50]) coupled with the vdWP
theory [53]. In an effort to improve the accuracy of the
calculations, the Kihara ε parameter has been optimised
using hydrate equilibrium experimental data for the pure
components. Subsequently, the optimised values have
been used for the calculation of the mixtures. Reasonable
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agreement between the experimental and calculated val-
ues was obtained for the case of the mixtures, given the
large sensitivity of the results on the modified parame-
ters. Additional details and discussion can be found in
Ref. [44].

Tsimpanogiannis et al. [42] reported an extensive
series of thermodynamic calculations using continuum-
level modelling based on the coupling of the SRK cubic
EoS [52]with the vdWP theory [53] for a number of gases
of industrial interest. The authors examined the effect
of deviations from the classical LB combining rules pri-
marily on the cavity occupancy of hydrates. They also
examined the effect of deviations from the classical LB
combining rules on the calculation of the hydrate equi-
librium pressure. The following general conclusions were
obtained:

• A very strong sensitivity to deviations from the LB ref-
erence case on the hydrate equilibrium pressure was
identified, while the sensitivity on the cavity occu-
pancies was weaker. Furthermore, the effect on small
cavity occupancies was stronger, compared to the case
of large cavities.

• In all cases, optimal values for Kihara parameters,
capable of producing accurate calculations for the
hydrate equilibrium pressures can be found. However,
that fact cannot guarantee the accurate calculation of
cavity occupancies or the identification of the correct
hydrate structure formed.

• Classical vdWP-type models need to be reformulated
in order to account for the possibility of multiple cav-
ity occupancy. For example, for the case of N2 hydrate,
experimental measurements have shown that multi-
ple occupancy occurs. Yet, optimal values for Kihara
parameters can be found in the literature that pro-
duces accurate calculations for the hydrate equilib-
rium pressures, while predicting single occupancies.

• For accurate predictions of the hydrate equilibrium
pressures the consistent/systematic use of: (i) model
parameters, and (ii) optimised Kihara parameters, are
required. In case of extrapolating outside the range of
model development, significant increase in errors can
occur, particularly for the case of hydrate equilibrium
pressures, while the problem is less serious for cavity
occupancies.

3.2.3. Laboratory level
Kastanidis et al. [45] designed, constructed and validated
a novel experimental apparatus that was used for the
measurement of three-phase equilibria and fluid phase
analysis. A picture of the apparatus can be seen in the
lower left part of Figure 3, while all the design details
can be found in Ref. [45,46]. Initially, the experimental

Figure 6. Pressure vs. Temperature at three-phase equilib-
rium conditions for the system CH4 + CO2 +H2O. Comparison
between experimental data (denotedwith filled symbols) [45,46],
and MD simulations (denoted with empty symbols) [27,28], with
calculations using CSMGem [1]. Squares denote data for pure
CH4 hydrates [45], triangles data for pure CO2 hydrates [45] and
circles denote data for the mixed hydrate [46]. Symbols and lines
of same colour correspond to same vapour mixture composition.

apparatus was used to measure hydrate equilibrium con-
ditions for pure CH4 and CO2 hydrates [45] and sub-
sequently, hydrate equilibrium conditions for the binary
CH4 +CO2 gas mixture [46]. Figure 6 shows a com-
prehensive comparison of the experimental measure-
ments obtained within the current work, with the MD
simulations (corrected by+ 3K, as discussed previously
in Section 3.2.1) obtained from the current project at
lower pressures [27,28] and EoS–vdWP-based macro-
scopic simulations.

3.2.4. Perspective on phase equilibria calculations
Among the three different approaches that are discussed
in the current study for phase equilibria calculations
(i.e. atomistic level, macroscopic level and experimen-
tal measurements), the macroscopic level approach is the
fastest. However, when performing calculations at the
macroscopic level, care should be taken when extrapo-
lating the calculations outside the range of the experi-
mental data used for obtaining the fitted parameters (i.e.
the Kihara parameters or the A’s and B’s of Equation
(6)) that are involved in the vdWP-based methodol-
ogy. In the absence of experimental data for a partic-
ular system and conditions of interest, one could use
results obtained from atomistic level simulations (i.e.
‘pseudo-experimental’ data). Such simulations require
the prior calibration of the interaction potentials used
with available experimental data at different conditions.
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Once atomistic level simulations are available for the con-
ditions of interest, the particular data can be used in order
to re-evaluate the Kihara parameters (or the A’s and B’s
of Equation (6)) that are involved in the vdWP-based
methodology. Following such an approach can result in
extending significantly the range of applicability of the
vdWP-based methodology. The use of ‘computationally-
based experimental data’ is limited mainly by the avail-
able computational power, since such calculations are
computationally expensive. The aforementioned conclu-
sions are also applicable for the case of gas solubilities that
are discussed in the following section.

3.3. Gas solubility studies

3.3.1. Molecular level
As discussed previously in Section 3.2.1., the accurate
description of the guest gas solubility in the aqueous
phase is one of the requirements for the accurate pre-
diction of the three-phase equilibria using the phase
coexistence methodology. Therefore, a limited number
of MD simulations were performed in order to explore
the accuracy of guest gas solubilities in water (modelled
with the TIP4P/Ice) when using the OPLS-UAmodel for
CH4 (Michalis et al. [27]), and the modifications to the
LB rules for the case of CO2 as proposed by Costandy
et al. [28]. Both model combinations resulted in accurate
guest solubility calculations. Subsequently, the particu-
lar model combinations were examined for the ternary
system CH4 +CO2 +H2O by Michalis et al. [29]. Ini-
tial calculations reported by Michalis et al. [29] focused
on a comparison with the experimental solubilities in the
aqueous phase of the VLE ternary system at 100 bar and
323.15K reported byAlGhafri et al. [110]. The particular
pressure and temperature experimental conditions were
the closest available to the hydrate equilibriumconditions
of interest. A comparison between the MD results with
the experimental measurement by Al Ghafri et al. [110]
showed satisfactory agreement. Therefore, the combina-
tion of the particular force fields was confirmed to be
adequate to predict correctly the solubilities of both gases
in the aqueous phase close to the hydrate equilibrium
conditions. Michalis et al. [29] also reported that the sol-
ubility of each guest decreases by the addition of the
other guest, a conclusion which is in disagreement with
the conclusions drawn by Qin et al. [111] and Al Ghafri
et al. [110].

Exploring further that particular disagreement was
the motivation behind the subsequent work by Kastani-
dis et al. [47], who reported additional MD simulations,
as well as experimental measurements at 100 bar and
323.15K. Figure 7 shows a comparison between the avail-
able MD simulations [29,47] and the new experimental

Figure 7. Solubilities of CO2 (denoted with squares) and CH4
(denoted with circles) in the aqueous phase as a function of the
CH4 composition in the gas phase, at 100 bar and 323.15 K. Com-
parison of theMD-calculated values (empty black symbols areMD
simulations by Michalis et al. [27] and solid black symbols are by
Kastanidis et al. [47]) with experimental measurements by Kas-
tanidis et al. [47]. Lines show second-degree polynomial fits of the
experimental measurements.

measurements [47]. Additional new MD simulations
were also reported exploring higher pressures and tem-
peratures. The work of Kastanidis et al. [47] further
confirmed the conclusion by Michalis et al. [29].

3.3.2. Macroscopic level
Tsimpanogiannis et al. [41] provided a detailed review
and discussion of both experimental and computational
studies examining the solubility of gases of industrial
interest under two-phase (H–Lw) equilibria. In addition,
recent studies exploring the particular issues include ref-
erences [112,113].

Tsimpanogiannis et al. [41] calculated the solubility
of CH4 in pure water, under three-phase (H–Lw–V), or
two-phase (H–Lw) equilibria using macroscopic theo-
retical models that were based on the coupling of EoS
with the vdWP statistical theory for hydrate equilibria.
The authors reported, after comparing with all available
experimental data, good agreement between experimen-
tal and calculated values, considering the low values for
the solubility of CH4 in the aqueous phase. From the
analysis, it was found that at a constant temperature,
the solubility of CH4 in the aqueous phase decreases as
the pressure increases (such behaviour is in contrast to
the trends of experimental observations and calculations
for the case under V–L conditions). At the same time,
under H–Lw conditions, the hydrate cavity occupancies
increase, as the pressure increases. Namely, there is a
transfer of CH4 from the aqueous liquid phase to the solid
hydrate phase as pressure rises.
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3.3.3. Laboratory level
The experimental apparatus developed by Kastanidis
et al. [45–47] was also used in order to measure the sol-
ubility of the hydrate-forming guest gases in water under
two- or three-phase equilibrium conditions. Figure 8
shows the CO2 guest solubility in H2O as a function
of pressure under three-phase equilibrium conditions.
Figure 8 shows a comparison between experimental
data (denoted with symbols) with calculations using
CSMGem [1] and good agreement is observed. On the
other hand, Figure 9 shows the hydrate-forming guest
(CH4 or CO2) solubility in H2O as a function of pres-
sure under two-phase equilibrium conditions that are
close to the three-phase equilibrium line. The particular
set of experimental measurements is obtained following
the three-phase solubility measurements. Namely, after
a liquid sample is removed from the high-pressure cell
for the three-phase solubility measurement, the pres-
sure drops at a point that corresponds to two-phase
equilibrium conditions. Once again, good agreement is
observed.

3.4. Gas-storage capacity studies

When clathrate hydrates are examined as ‘gas-storage’
materials for industrial gases such as CH4, H2 and CO2
the following three questions become important and
need further exploration: (i) How much gas can be
stored in the hydrate structure (i.e. what is the storage
capacity of the hydrate structure)? (ii) How much the

Figure 8. Hydrate-forming guest solubility in H2O vs. pressure
under three-phase equilibrium conditions. Comparison between
experimental data (denotedwith symbols)with calculations using
CSMGem [1]. Triangles denote data for pure CH4 hydrates [45],
squares data for pure CO2 hydrates [45] and circles denote the CO2
solubility for the mixed hydrate at different bulk gas composition
[46]. Symbols and lines of same colour correspond to same vapour
mixture composition.

Figure 9. Gas (circles denote CO2 and triangles denote CH4) solu-
bility in H2O vs. pressure under two-phase equilibrium conditions
(close to the three-phase equilibrium line). Experimental data for
the pure gases are from Ref. [45], while for the gas mixture from
Ref. [46].The solid line indicating the solubility of pure CO2 is from
Duan et al. [114], while the solid line indicating the solubility of
pure CH4 is from Duan and Mao [15.].

storage capacity is affected by the use of hydrate promot-
ers (i.e. components that are used in order to facilitate
hydrate formation atmore favourable conditions, namely,
at higher temperatures or lower pressures)? (iii)What can
be done in order to increase the storage capacity of a given
hydrate structure?

Such questions have been addressed by the current
study, primarily by the use of molecular level stud-
ies (GCMC approach), and secondarily by macroscopic
models. The determination of the distribution of the
guest gas molecules within the hydrate cavities based on
experimental measurements requires further attention
[55–57] and was not considered in the current work.

GCMC simulations have been extensively used in
order to estimate the gas content adsorbed in a porous
material. Similarly, the formation of hydrates can be
simulated as a process of gas adsorption in a porous
solid, where the ‘ice-like’ water framework is considered
the porous medium, which is further stabilised by the
enclathration of the gas molecules. GCMC simulations
can be used in calculating the probability density of find-
ing a hydrate-forming guest molecule within the cages. A
typical example is shown in Figure 10where the probabil-
ity density of finding a CH4 molecule (denoted as a cyan
circle) inside two large cages (51262) of sI CH4 hydrate is
depicted. Red areas represent high probability and blue
areas low probability.

The particular methodology has been used to study
the storage capacity within different hydrate structures
of various hydrate-forming guests of industrial interest.
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Figure 10. Visualisation of a GCMC simulation of CH4 hydrate.
Probability density of finding a CH4 molecule (denoted as cyan
circle) inside two large cages (51262) of sI CH4 hydrate. Red areas
represent high probability and blue areas low probability.

A detailed review of MC studies considering hydrates
has been presented recently by Tsimpanogiannis and
Economou [40].

3.4.1. Storage capacity calculations
Probably, the most studied hydrate-forming guests dur-
ing the recent years are CH4 and H2. Papadimitriou et al.
used GCMC simulations to examine the CH4 storage
capacity of sI hydrates [35], and subsequently extended
the study to sII and sH hydrates [38]. The obtained
cage occupancies were correlated using generalised
Langmuir-type expressions. The particular approach was
essential in order to account for the multiple occupancy
occurring at the 51268 cages (i.e. large cages) of the sH
hydrates. All other cages of the three most common
CH4 hydrate structures considered (i.e. sI, sII and sH)
exhibited single occupancies even at pressures as high
as 200MPa. Such macroscopic expressions are essential
for the development of the web-based storage capacity
calculator to be discussed in Section 3.4.3.

The authors followed a more refined approach com-
pared to earlier studies. In particular, the pressure and
chemical potential were associated using an additional
MC simulation at the NVT ensemble using the Widom
insertion method [115], while earlier studies used an
EoS for the particular calculation (i.e. see also the recent
review [40]). An extensive comparison with available
experimental data and other computational studies can
be found in the corresponding works [35,38].

While the CH4-related MC studies by Papadimitriou
et al. [35,38] used the TIP4P/Ice water model, as recom-
mended by the MD studies [27,76], the effect of different
force fields was examined for the case of H2 hydrates by
Papadimitriou et al. [37]. It was observed in the particu-
lar study that the cage occupancies are not very sensitive
to the water force field. Therefore, instead of TIP4P/Ice,

Figure 11. Storage capacity of CH4 (top) and H2 (bottom) pure
hydrates as a function of pressure. Comparison of the stor-
age capacity of the three hydrate structures (sI, sII, and sH) at
250 K, using the TIP4P/Ice [70] water model, the OPLS-UA [79]
CH4 model, and the Silvera-Goldman [117] H2 model for the
calculations.

simpler water models (i.e. SPC/E [116]) were adequate. It
should be noted, however, thatwhen the gas-mixture sep-
aration is examined with GCMC simulations the results
depend strongly on the force field used as was demon-
strated in Ref. [39].

Figure 11 shows a comparison of the storage capacity
of CH4 and H2 pure hydrates. The particular compari-
son is at 250K, using the TIP4P/Ice [70] water model,
the OPLS-UA [79] CH4 model and the Silvera-Goldman
[117] H2 model for the calculations.

3.4.2. Methods to increase storage capacity
Increasing the gas-storage capacity within a hydrate
structure can be the result of a number of factors includ-
ing the following:

• For all hydrate structures at a constant pressure, low-
ering the temperature of the hydrate system can result
in higher storage capacity.
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• For all hydrate structures at a constant temperature,
increasing the pressure of the hydrate system can
result in higher storage capacity.

• For the case of H2 or CH4 hydrates and a fixed tem-
perature and pressure, the storage capacity of the
three most common hydrate structures is as follows:
sH > sII > sI. This is a direct result of the sizes of the
cavities that are present in the hydrate structures.

• Multiple occupancy (i.e. more than one guest
molecule in the same cage) can result in increasing
the storage capacity. The particular aspect applies to a
limited number of small-sized hydrate-forming guests
with the most notable case being the H2 hydrates.
For the case of H2 hydrates, multiple occupancy is
observed for all three common hydrate structures.
Other guests with the possibility of multiple occu-
pancy includeN2, O2, Ar andCH4 (applicable only for
the large cages of sH structure). Multiple occupancy
has been confirmed only for the large cages.

• The use of different hydrate promoters can result
in an increase in the lattice constant. This issue,
however, is counter-balanced by the fact that the
use of promoter reduces the overall storage capacity,
since the promoter occupies a fraction of the hydrate
cavities.

• Hydrate tuning, has been identified as a possible
approach that can result in increased gas-storage
capacity. The method was initially explored for the
case of binary H2 +THF sII hydrates. Lee et al.
[118] found experimental evidence that under certain
THF concentrations there exists a possibility that the
hydrate can be stable even when only a fraction of
the large cages (51264) is occupied by THF, while the
remaining fraction of large cages is occupied by H2.
As a result of the difficulties in reproducing the par-
ticular experimental results, a significant amount of
discussion is available in the literature [4,40,119–121].
Subsequent studies [122,123] examined also the case
of tuning in the CH4 +THF hydrate.

All published MC studies of gas-storage in hydrates
(see also the recent detailed review [40]) are in good
agreement regarding the effect of temperature and pres-
sure on the hydrate storage capacity. In a recent study,
Koh et al. [124] reported experimental measurements
for the lattice constants of binary sII hydrate systems
(H2 + promoter) where they clearly observed that the
size of the promoter used has an effect on the measured
hydrate lattice constants. In particular, they examined
THF, propane and isobutene as a promoter and reported
the lattice constant to be equal to: 17.130, 17.210 and
17.047Å, respectively. If we consider as the reference case
pure H2 hydrate (which has a lattice constant equal to

17.047 Å[3]) results to an increase of the hydrate unit
cell in the range 0.49–1.47%. Sloan and Koh [1] pro-
vided an extensive list of experimental measurements
for the lattice constants and their variations due to pres-
sure/temperature conditions or guest molecules.

The effect of the change on the lattice constant on
the H2 content of the hydrate for various pressures was
examined by Papadimitriou et al. [34,36] usingMC stud-
ies. The effect was further quantified and is shown in
Figure 12 where the % deviation in H2 storage capacity
is plotted as a function of the % deviation in the lattice
constant (with respect to the reference case). The partic-
ular study utilised the conclusion (i.e. regarding the range
of lattice constant values) reported by the MD study of
Costandy et al. [30] in order to explore the upper limits of
the % change in the lattice constant. Costandy et al. pro-
vided a detailed discussion on the effect of temperature
and pressure on the hydrate lattice. It should be noted that
since hydrates were intended for gas-storage applications,
cases of reduced (with respect to the reference case) lat-
tice constant were not considered since they would have
resulted in lower storage capacities.

Additional GCMC studies considering the effect of
deviations from the classical LB combining rules on the
cavity occupancy (which can be translated to storage
capacity) have been reported by Papadimitriou et al. [33].
The authors considered argon as the hydrate-forming
guest and examined the three most common hydrate
structures, since it is known that argon can go through
hydrate structural transitions. Significant effects, and the
corresponding conditions required, on the storage capac-
ity were identified and reported.

Figure 12. Effect of the change in the lattice constant on the
H2 content of the hydrate for various pressures. The inset at the
top-left part of the figure shows a single large cage (51262) of
sII hydrate with two (left snapshot) or five (right snapshot) H2
molecules.
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3.4.3. Web-based gas-storage calculator
A web-based, user-friendly, computational tool was
developed that allows calculation of the CH4 storage
capacity of the three most common clathrate hydrate
structures. The developed performance assessment tool
(PAT) utilised a continuum-level description of an exten-
sive series of MC atomistic-level simulations of CH4
hydrate cavity occupancies obtained in two recent stud-
ies by Papadimitriou et al. [35,38]. The authors examined
pressures in the range (1–200MPa) and three temper-
ature values (i.e. 200, 250 and 300K) in order to be
able to correlate the GCMC calculations for the cage
occupancies using generalised Langmuir-type analytical
curves. Extended details on the particular simulations are
presented in Ref. [35,38]. Essentially, a multi-scale (i.e.
molecular and continuum) analysis was performed. A
number of different cases are currently available examin-
ing the effect of pressure, temperature, hydrate structure
and the presence of promoters with different molecu-
lar weight. The tool can be used for engineering-type
calculations during the preliminary design of processes
related to storage and transportation of CH4. The stor-
age capacity calculated by the current tool corresponds to
the ‘material-based’ capacity accounting only for mate-
rials storing CH4, as opposed to the case of ‘system-
based’ capacity accounting for the tank, valves, piping,
etc., as well. A web-based tool was developed utilising
the aforementionedmathematical expressions in order to
perform parametric calculations. The web-based calcu-
lator was named CH4HydPAT and can be found at the
following web-address: http://www2.ipta.demokritos.gr/
CH4HydPAT

The development of the CH4HydPAT platform con-
sisted of two parts. The first part was the ‘on the fly’
calculations, according to the user parameterisation. This
part was developed with the PHP programming lan-
guage [125], a well-established method for on-line calcu-
lations. The second was the visualisation of the results.
It was based on Google Visualisation API [126] which
was used for the creation of the charts. The HTML pro-
gramming language [127] was the cell in which PHP and
Google API collaborate [128]. The following five cases
of storing CH4 in solid clathrate hydrates are currently
available:

(A) Pure CH4 hydrates.
(B) Binary hydrates with the promoter in the large (L)

cages.
(C) Binary hydrates with the promoter in the medium

(M) cages (applicable only for the case of sH
hydrates).

(D) Binary hydrates with the tuning [118–123] of the
promoter in large cages.

Figure 13. Snapshot of the third page of the web-based calcula-
tor. Example of results (given as a figure and tabulated) for case A
with option of examining the comparison of the three structures.
Parameters used: pure CH4 hydrate at T = 270 K.

(E) Binary hydrates with the tuning of the promoter in
medium cages (applicable only for the case of sH
hydrates).

Figure 13 provides a snapshot of the results (third)
page of the web-based calculator depicting the calcu-
lated data for an example of case A (i.e. the case of
comparing all the three hydrate structures). Additional
results and discussion can be found in the Supplemental
Information.

3.4.4. Perspective on gas storage in hydrates
A detailed discussion on the use of hydrates for H2 stor-
age can be found in the review of Veluswamy et al. [4],
while CH4 storage in hydrates has been discussed exten-
sively by Veluswamy et al. [129]. The use of clathrate
hydrates as gas-storage materials has a number of advan-
tages which make hydrate attractive for industrial appli-
cations. In particular:

• Hydrate formation/dissociation requires relatively
simple industrial equipment, reducing thus the total
capital and operational cost that is associated with the
related industrial processes.

• Moderate pressure and temperature conditions are
required for hydrate formation. While this is true for
the case of pure CH4 hydrate, higher pressures are
required for the case of pure H2 hydrates. The use of

http://www2.ipta.demokritos.gr/CH4HydPAT
http://www2.ipta.demokritos.gr/CH4HydPAT
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promoters (i.e. THF) can reduce the required pressure
for the mixed (H2 + Promoter) hydrate. Promoters,
however, can result in storage capacity reduction.

• The gas that is stored in the hydrate phase remains in
the molecular form, without any chemical reactions
involved. Therefore, complete recovery (100%) of the
stored gas can be achieved when hydrates are dissoci-
ated. Hydrate dissociation can be achieved by a simple
pressure reduction or very moderate heating of the
hydrate. Essentially, the hydrate needs to be brought
outside the three-phase equilibrium conditions.

• Hydrate formation/dissociation is an environmentally
friendly process since the only by-product is H2O.
Promoters, when used, are usually at low concentra-
tions. Furthermore, they can be completely miscible
with H2O, with low vapour pressure, which thus min-
imises promoter loss. This issue is important for both
economic and environmental aspects.

• Hydrate formation is considered safe due to the low
flammability risk and the non-explosive nature (due to
thewater presence) of thematerials involved. Reduced
risk (compared to liquefied natural gas or compressed
natural gas) is also involved in the transportation of
hydrate materials.

While initially there was significant excitement in
the scientific community regarding the potential use of
hydrates for gas storing materials, currently hydrates are
short ofmeeting theUSDepartment of Energy targets for
gas-storage capacities of mobile applications (i.e. reasons
for the particular shortfall include: (i) multiple occu-
pancy in the small cages is not confirmed, and (ii) the
tuning effect remains difficult to implement experimen-
tally). Nevertheless, due to the number of significant
advantages mentioned earlier, there is an increased inter-
est from both academia and industry for hydrate gas-
storage applications, focusing particularly on stationary
applications, where the target storage capacities can be
lowered.

3.5. Gas diffusivity studies

The use of MD simulations for the calculation of self-
diffusion coefficients,D, is an attractive alternative to per-
forming experimental measurements. The self-diffusion
coefficient can be calculated using the Einstein relation,
according to which D is obtained from the solute mean
square displacement [19,20]:

D = 1
6

lim
t→∞

d
dt

1
N

N∑
i=1

[ri(0) − ri(t)]2, (8)

where ri(t) is the unfolded position of the centre of mass
of the solute at time t, and the angle brackets indicate an
ensemble average over all solute molecules and time ori-
gins. To further improve the statistics of the MD results,
the self-diffusion coefficient for each state point can be
calculated by averaging the results of multiple indepen-
dent simulations, each one starting from a different initial
configuration, thus leading to a wide divergence of the
trajectories of the molecules. Numerous MD studies can
be found in the literature [130–138], that examine real
fluids such as H2, CO2, CH4 and H2O for a wide range of
conditions.

The diffusion of hydrate-forming guests in the aque-
ous phase is an important process for hydrate formation
since the guest molecules have to diffuse through liq-
uid water in order to reach the hydrate–liquid interface,
where hydrate formation occurs, and be enclathrated
within the hydrate crystal structure. A series of MD sim-
ulations over a wide range of temperatures at 0.1MPa
were performed in order to calculate the self-diffusion
coefficients of the first five n-alkanes in water at infi-
nite dilution. Figure 14 (top-right panel), shows the self-
diffusion coefficients of CH4, C2H6, C3H8, n-C4H10 and
n-C5H12 in H2O at 0.1MPa, for the temperature range
274.9–333.15K. In all cases, the self-diffusion coefficients
increase with temperature, which is typical for gases dis-
solved in liquids. The MD-based simulations have been
compared with available experimental data by Michalis
et al. [32] in an effort to examine the accuracy of the
predictions using the TIP4P/2005 [71] model for water

Figure 14. Schematic of the simulations of the diffusivities in the
aqueous phase. Shown are the fivemolecules examined. The top-
right panel shows the self-diffusion coefficient as a function of
temperature at pressure 0.1MPa (solid lines are guide to the eye
only). The bottom-right panel shows the ln(D) vs. ln(T/η) for the
case of CH4 (black circles) and n-C4H10 (red triangles) diffusing in
H2O, where η is the solvent viscosity. The solid lines correspond to
the best-fit lines.
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and the TraPPE [139] force field for n-alkanes. It was
concluded that the combination of TIP4P/2005 – TraPPE
models provided an excellent agreement between theMD
simulation results and the experiments for all the systems
and conditions examined.

Subsequently, for the case of CH4 and n-C4H10, MD
simulations have been performed in a wide range of
temperatures and for higher pressures up to 200MPa.
The MD-calculated self-diffusion coefficients were cor-
related using a Speedy–Angell-type [140] phenomeno-
logical equation that captures the pressure and temper-
ature behaviour of the CH4 and n-C4H10 which can be
used for engineering calculations. Furthermore, as the
bottom-right panel of Figure 14 indicates, it was shown
[32] that the self-diffusion coefficients CH4 and n-C4H10
obey the Stokes–Einstein equation [141]. In order to
do so, one needs to examine the behaviour of the scal-
ing law D ∼

(
T
η

)t
, where D is the MD-calculated self-

diffusion coefficient of the solute, T is the temperature,
η is the MD-calculated viscosity of the solvent and t is
a numerical exponent. By plotting D versus

(
T
η

)
in a

logarithmic plot, the slope can be calculated which is
equal to the exponent t. If the slope is equal to one,
the classical Stokes–Einstein equation is obeyed. For any
other value, the fractional Stokes–Einstein equation is
obeyed [142,143]. Michalis et al. [32] reported for CH4, a
value fort = 1.00 ± 0.02, while for n-C4H10, t = 1.01 ±
0.02. Both calculated slopes indicate that the classical
Stokes–Einstein equation is satisfied.

4. Conclusions

In the current work, we have demonstrated that per-
forming studies at multiple length scales can be utilised
efficiently in order to obtain properties essential to pro-
cess design for clathrate hydrate systems. The applica-
tions in mind refer to gas-storage and gas separation.
Hydrate properties that have been discussed include the
three-phase equilibrium conditions, guest gas solubili-
ties, structural parameters of the hydrate unit cell, cage
occupancies and guest gas diffusivities in the aqueous
phase. We have reported an overview of recent studies
by our research group on molecular simulation, macro-
scopic computational and experimental studies of pure
and mixed hydrates. The important conclusions of the
previous works were also highlighted here.
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