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ABSTRACT
Available data from experiments and molecular simulations for the intra-diffusivities of H2 and O2
in H2O, and for the self-diffusivity of pure H2O (at pressure and temperature conditions in which
the solvent is in the vapour phase) are compared against calculations based on the Chapman-
Enskog theory or other semi-empirical/semi-theoretical methods. A novelmethodology is proposed
toextrapolate the intra-/self-diffusivitiesdata computed frommolecular dynamics simulations at low
pressures. The extrapolated values are used to further refine the recently-proposed [Tsimpanogian-
nis et al., J. Chem. Eng. Data, 66, 3226-3244, (2021)], molecular simulation based correlation of
intra-/self-diffusivities as a functionof pressure and temperaturewith the solvent being in the vapour
phase.
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1. Introduction

Understanding the mass transport of H2 and O2 in aque-
ous solutions is crucial for the optimal design of sys-
tems such as fuel cells [1] and water electrolysers [2],
and for controlling processes such as the air-water gas
exchange [3]. Also themutual diffusion ofH2 andH2O in
vapour or liquid phases is encountered during the large
scale H2 storage in geological formations [4–6]. The stor-
age of H2 is a major issue that needs to be solved in an
adequate matter in order to advance from the current
‘Carbon-based Economy’ towards a ‘H2-based Economy’
[7,8]. As it was discussed in detail in previous studies
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[9–11], the intra-diffusivities can be obtained via exper-
imental measurements, semi-theoretical/semi-empirical
models, and molecular simulations. A limitation of
measuring intra-diffusivities experimentally is that in,
most cases, the experiments can be performed at/or
close to the atmospheric pressure [12]. Thus, experi-
mental diffusivity data for higher pressures (and very
often, temperatures) are relatively scarce. One of the
approaches considered for overcoming this lack of data
is through the use of semi-empirical approaches [13–15].
Such approaches can be further guided by theory, i.e. the
Chapman-Enskog [16] theory for the case of diffusion in
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vapour/gaseous phase, or the Stokes-Einstein [14,17] the-
ory for the case of diffusion in liquid phase. Although
the semi-empirical methods are relatively easy to use
and computationally fast, their accuracy depends on the
extent and quality of the experimental data that was used
for their development (i.e. calibration step). Therefore,
the accuracy of the data is an important factor that can
improve the quality of the predictions of semi-empirical
methods. Furthermore, semi-empirical methods pro-
vide very limited insight into the transport mechanisms
occurring in the real system. In sharp contrast,Molecular
Dynamics (MD) simulations are able to provide detailed
physical insight, since MD accesses atomistic length-
and time-scales. MD is significantly more computation-
ally demanding [18,19] than semi-empirical methods,
while requires an accurate description of the intra- and
inter-molecular interactions, which are implemented in
the form of parameterised potential functions, known as
force fields. In the past few decades, with the significant
rise of computational power, the development of efficient
open-source MD software, and the parameterisation of
accurate force fields for many chemical components, MD
simulations have been evolved to a reliable and widely
used tool for computing diffusivities (and many other
transport and thermodynamic properties) of pure com-
ponents and mixtures [10,20–33]. Often, the data (e.g.
diffusivities of gases in H2O) produced with MD simula-
tions are further used for the development of engineering
models and the validation of semi-empirical approaches
[10].

Although, the intra-diffusivities ofH2 andO2 in liquid
H2O have been recently studied, the respective diffusiv-
ities in the gas phase, especially at low pressures, have
not attracted much attention. For this reason, the pur-
pose of this study is (a) to utilise the recent wide col-
lection of MD data [10] for the intra-diffusivities of H2
and O2 in vapour H2O and compare them with values
obtained from the Chapman-Enskog theory and other
semi-theoretical/semi-empirical models, (b) to evaluate
theMDdata by comparing with the available experimen-
tal data, and (c) to develop a novel methodology able
to extrapolate the intra-diffusivities computed in MD
to lower pressures. It is important to note that in the
H2/H2O and O2/H2O systems considered here, the gases
are in the infinite dilution limit. Thus, there is no need
to consider the effect of gas composition in the develop-
ment of the new methodology. For systems with higher
solute concentrations, the composition of the mixture
may be an important parameter in a predictive model
for intra-diffusivities. Moreover, for such systems, the
prediction of mutual diffusivities (i.e. Maxwell-Stefan,
Fickian) is also of interest since these diffusivities strongly
depend on the composition of the mixture [13,26]. On

the contrary, for the systems considered here, the intra-,
Maxwell-Stefan, and Fickian diffusivity are by definition
equal [13,26]. The remainder of thismanuscript is organ-
ised as follows: In Section 2, we describe the theoretical
background and the methodology followed for the com-
puting the intra-diffusivities of H2 and O2 in vapour
H2O. In Section 3, we present and discuss in detail,
the comparison between the intra-diffusivities computed
in MD and those obtained from using the Chapman-
Enskog theory, the semi-empirical models, and the avail-
able experimental values. We also describe the develop-
ment of a novel methodology to extrapolate the MD data
to lower pressures. Finally, in Section 4, the conclusions
and a future outlook are presented.

2. Methodology

2.1. Chapman-Enskog theory

Chapman and Enskog [14,16], working independently,
developed a theory resulting from the solution of the
Boltzmann equation, that describes the diffusion in
binary gas mixtures (DAB) at low to moderate pres-
sures [14,34]. The equation describing the theory is as
follows:

DAB = 3
16

(4πkT/MAB)
1/2

nπσ 2
AB�D

fD (1)

where k is the Boltzmann constant, T is the temperature
of the system, MAB = 2[(1/MA) + (1/MB)]−1 (where
MA and MB are the molecular weights of components
A and B, respectively), n is the number density of the
molecules in themixture, σAB = σA+σB

2 is a characteristic
length of the intermolecular force field,�D is the collision
integral for diffusion, and fD is a correction term which
is of the order of unity. If we assume fD = 1.0 and that n
follows from the ideal-gas law, Equation (1) reduces to:

DAB = 0.00266T3/2

PM1/2
AB σ 2

AB�D
(2)

where DAB is in units of cm2/s, T in K, pressure (P) in
bar, and σAB in Å. �D is dimensionless.

Values for �D have been tabulated for the 12-6
Lennard-Jones (LJ) potential (see Hirschfelder et al. [35])
as a function of kT/ε, where ε is the LJ energy parame-
ter. Here, we use the accurate analytical approximation
reported by Neufeld et al. [36]:

�D = A
(T∗)B

+ C
exp(DT∗)

+ E
exp(FT∗)

+ G
exp(HT∗)

(3)
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where T∗ = kT/εAB, εAB = (εAεB)
1/2, A = 1.06036,

B = 0.15610, C = 0.19300, D = 0.47635, E = 1.03587,
F = 1.52996, G = 1.76474, and H = 3.89411.

It should be pointed out that Equation (2) has been
developed for the diffusion in dilute gases consisting of
spherical, monoatomic, nonpolar molecules. When cou-
pled with the Lennard-Jones potential it can produce
reasonable results for a wide range of temperatures (Pol-
ing et al. [14]). A detailed review on the theoretical basis
and experimental-related issues for the diffusivity in the
gas/vapour phase has been provided by Marrero and
Mason [37]. However, if the components are polar it
is essential to use a more refined potential (e.g. Stock-
mayer), resulting in a different type of collision integral.
In order to account for polarity during the calculation
of diffusivities, Brokaw [34] recommended the use of
Equation (1), coupled with the following equation for the
collision integral

�D = �D[Equation (3)] + 0.19δ2AB
T∗ (4)

with δAB given by the following combining rule: δAB =
(δAδB)

1/2, while δA or δB for the pure components (A or
B) are calculated from the following equation:

δi = 1.94 × 103μ2
p

VbTb
(5)

where i denotes the pure component (A or B), μp is the
dipole moment (in [debyes]), Vb is the liquid molar vol-
ume (in [cm3/mol]) at the normal boiling point (1 atm),
and Tb is the normal boiling point (in [K]) of the pure
components.

2.2. Semi-theoretical/semi-empirical methods

Poling et al. [14] provided a detailed list of studies explor-
ing semi-empirical methods for the calculation of the
diffusivities in the vapour phase at low pressures. In this
study, we focus on two such methods, i.e. the Wilke and
Lee [38]

DAB = [3.03 − (0.98/M1/2
AB )]10−3T3/2

PM1/2
AB σ 2

AB�D
(6)

and the Fuller et al. [39–41]

DAB = 0.00143T1.75

PM1/2
AB [(

∑
u)

1/3
A + (

∑
u)

1/3
B ]2

(7)

In Equation (6) and (7),DAB is in cm2/s, T in K, P in bar,
σAB in Å, and MA and MB in g/mol.

∑
u indicated the

summation of the atomic diffusion volumes (i.e. 6.12 for
H2, 16.3 for O2, and 13.1 for H2O) [40].

2.3. MD simulation data

Recently, Tsimpanogiannis et al. [10] performed exten-
sive MD simulations to compute the intra-diffusivities
of H2 and O2 in H2O, at the limit of infinite dilution
for a wide temperature and pressure range. The authors
evaluated the performance of six H2 and six O2 force
fields combined with the TIP4P/2005 H2O force field
[42] in predicting the density, self-diffusion coefficients,
and viscosities of the pure gases, and the self-diffusion
coefficients of the gases in H2O at low pressures. Tsim-
panogiannis et al. [10] concluded that the following force
field combinations were the most accurate; the Buch [43]
– TIP4P/2005 for the intra-diffusivities of H2 in H2O,
and the Bohn [44] – TIP4P/2005 for the correspond-
ing case of O2. These force fields were used to compute
the intra-diffusion coefficients of H2 and O2 in H2O
for a wide temperature (275.15–975.15K) and pressure
(0.1–200MPa) range that span the vapour, liquid, and
supercritical conditions. It is important to note that the
data-set reported by Tsimpanogiannis et al. [10] contains
diffusivities corrected for finite size effects [45–49], and
with relatively low uncertainties (max. 10%). The authors
correlated the MD data to develop engineering models
for predicting the self-diffusivities of pure H2O and the
intra-diffusivities of H2 and O2 in H2O. The model for
the diffusion in the vapour phase is as follows:

D = exp
[
(n1P + n0) + (m1P + m0)

1
T

]
(8)

where D is the self- or intra-diffusivity, and mo, m1,
no, and n1 are fitting parameters. The calculated fit-
ting parameters for the three systems considered here
(self-diffusivities of pure vapour H2O and the intra-
diffusivities of H2 and O2 in vapour H2O) are listed in
Table 1 and in the original work [10].

2.4. Data from experimental studies

Marrero and Mason [37] presented a detailed review on
the theoretically predicted and experimentally measured
diffusivities in the gas/vapour phase. An updated review
has also been provided by Poling et al. [14]. Here, the
following sources of experimental data have been used:

Case 1. H2 in H2O:Nelson [50] reported three exper-
imental measurements for the diffusivity of water vapour
inH2 at a pressure of 760mmHg and temperatures in the
range 298–328K. Crider [51] reported two experimen-
tal measurements for the diffusivity of water vapour in
H2 at a pressure of 760mm Hg and temperatures in the
range 307–329K. Schwertz and Brow[52] reported three
experimental measurements for the mutual coefficients
of diffusion for the system H2 – H2O at a pressure of
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Table 1. Parameters of the generalised Equation (8) for predicting the intra-diffusivities of infinitely diluted H2 and O2 in vapour H2O,
and the self-diffusivity of pure vapour H2O (Tsimpanogiannis et al. [10]).

H2 in H2O O2 in H2O pure H2O

m0 (−1.21 ± 0.06)×103 (−1.10 ± 0.06)×103 (−1.45 ± 0.09)×103

m1 (−0.39 ± 0.07)×101 (−0.43 ± 0.07)×101 (−0.61 ± 0.09)×101

n0 −9.35 ± 0.12 −10.98 ± 0.04 −10.63 ± 0.01
n1 (−0.92 ± 0.13)×10−2 (−0.63 ± 0.05)×10−2 (−0.40 ± 0.01)×10−2

760 mm Hg and temperatures in the range 307–353K.
McMurtie and Keyes [53], reported a series of experi-
mental measurements for four temperatures in the range
303–333K, at low pressures.

Case 2. O2 in H2O: Walker and Westenberg [54]
reported seven experimental measurements for the
mutual coefficients of diffusion for the system O2 – H2O
at a pressure of 1 atm and temperatures in the range
300–300K. The authors also reported three extrapo-
lated/correlated values in the range 308–352K to com-
pare with specific literature values. Both measured and
extrapolated values are used in the comparisons reported
in this study. Schwertz and Brow [52] reported three
experimental measurements for the mutual coefficients
of diffusion for the system H2 – H2O at a pressure of
760mm Hg and temperatures in the range 308–352K.

Case 3. pure H2O: Matsunaga and Nagashima
[55] reported experimental measurements for the self-
diffusion coefficients of H2O at 0.1MPa and tempera-
tures in the range 273–2000K.

3. Results and discussion

3.1. Comparisonwith the chapman-Enskog theory
and two semi-theoretical/semi-empirical methods

Figure 1(a,b) show Arrhenius plots for the cases of H2
and O2 intra-diffusion in vapour H2O, respectively, at
P = 50, 75, 100, and 125 bar. Each one of the sub-
figures shown in Figure 1 includes: (i) MD simula-
tions (symbols), (ii) the calculations using the Chapman-
Enskog (CE) theory (solid lines), (iii) the calculations
using the recommended correlations by Tsimpanogian-
nis et al. [10] (dashed lines), and (iv) the calculated values
using the semi-empirical methods of Wilke and Lee [38]
(dashed-dotted lines), and Fuller et al. [40] (dotted lines).
As can be seen, for constant pressure, the agreement
between the MD data and the CE calculations improve
as the temperature increases (i.e. moving away from the
critical point). TheMD simulations exhibit a dependency
on T of the following type: lnD ∝ (1/T). The data pro-
duced with CE theory have a more complex dependency,
i.e. lnD ∝ (T

3/2

�D
). Close to the critical point, the diffu-

sivities computed in MD simulations and those obtained

from theoretical calculations start to deviate significantly.
To clarify the origins of this discrepancy, more MD sim-
ulations need to be carried out in close proximity to the
critical point.

Similarly, Figure 1(c) shows the corresponding Arrhe-
nius plot for H2O self-diffusivity. In this calculation, the
polarity of water is taken into account via Equation (4).
Figure 1(d) shows the corresponding Arrhenius plot for
H2O self-diffusivity ignoring the water polarity. Namely,
using Equation (3) for the calculation of the collision
integrals. When the polarity is ignored, the calculated
values for the diffusivity further deviate (overprediction)
from the MD simulations by approximately 5–8 %. This
becomes clear in Figure 2 where the percentage deviation
(%dev. = 100 × Dpolar−Dno−polar

Dpolar
) between the calculations

with (Dpolar) and without polarity (Dno−polar) consid-
ered is shown as a function of the inverse T. Water has a
dipole moment, μp = 1.8 debyes [14], therefore the con-

tribution of the term for polarity correction, 0.19δ2AB
T∗ , in

Equation (4) is responsible for the reduction by approx-
imately 5–8 % that results when taking into account
polarity effects through Equation (4). It should also be
noted that H2 and O2 have a dipole moment equal to
zero. Interestingly, at constant T, all data are independent
of pressure. Such behaviour should be expected since the
correction term in Equation (4), which accounts for the
polarity correction, does not depend on pressure. Finally,
regarding the comparison with the semi-empirical meth-
ods of Wilke and Lee [38], and Fuller et al. [40] we
observe the following: For the cases of (i) H2 intra-
diffusion in vapourH2O, and (ii) H2O self-diffusivity, the
Wilke and Lee method results in diffusivity predictions
that are very close to those calculated with the CE theory.
In particular, theWilke and Leemethod results in a slight
under-prediction of diffusivity for the case of H2, while
it slightly over-predicts diffusivity for the case of H2O
self-diffusivity.On the other hand, for both the aforemen-
tioned cases, the Fuller et al. method results in diffusivity
over-predictions by about 7–10 %. For the case O2 intra-
diffusion in vapour H2O, both theWilke and Lee and the
Fuller et al. methods are in very good agreement between
themselves, as well as, with the CE theory. Both methods
slightly over-predict the diffusivity values.
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Figure 1. Arrhenius-type plots of the computed/calculated intra-diffusion coefficients of H2 in H2O (a), O2 in H2O (b), pure H2O account-
ing for water polarity (c), and pure H2O without accounting for water polarity (d), occurring in the vapour phase. Circles denote the
MD simulations reported by Tsimpanogiannis et al. [10]. Dashed lines denote calculations with the correlation [Equation (8)]. Solid
lines denote calculations with the CE theory. Dashed-dotted lines denote calculations with the Wilke and Lee [38] method, while
dotted lines denote calculations with the Fuller et al. [40] method. Lines and symbols of the same colour correspond to a particular
pressure.

Figure 2. Percentage deviation (%dev.) between the calcula-
tions of the self-diffusivity accounting for polar contributions
(Dpolar) and without accounting for polarity (Dno−polar), shown
as a function of the inverse T for the case of pure H2O
self-diffusion.

3.2. Comparisonwith experimental studies

To the best of our knowledge, the only available experi-
mental studies for the three systems of interest (i.e. H2 or
O2 diffusing in vapour H2O, and H2O self-diffusion in
the vapour phase) are at low P (i.e. 1 atm). Figure 3(a–c)
show the comparison of the available experimental data
with the calculations from the CE theory, and the two
semi-empirical methods (Wilke and Lee [38] and Fuller
et al. [40]) for H2 and O2 intra-diffusion in vapour H2O,
and H2O self-diffusion, respectively. For all systems, we
observe that theCE theory and theWilke andLeemethod
result in almost identical predictions, while the method
of Fuller et al. over-predicts the diffusivities, with the
case of the self-diffusivity of pure H2O vapour being
the least accurate. For the case of H2 intra-diffusivity in
vapour H2O, we further observe (Figure 3(a)) that all the
available experimental data fall between the calculations
from the CE theory and the Fuller et al. method. For O2
intra-diffusivities in vapour H2O (Figure 3(b)), it is clear
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that the experimental data are very well capture by the
method of Fuller et al., while the calculations with the CE
theory and the Wilke and Lee method produce under-
predictions. Finally, the experimental measurements of
the self-diffusivity of vapour H2O (Figure 3(c)) are very
well described by the calculations from theCE theory and
the Wilke and Lee method, while the calculations with
the Fuller et al. method yield an over-predictions of 6–10
%.

In the recent study of Tsimpanogiannis et al. [10],
MD simulations of H2O in the vapour phase, have been
reported only for P=50, 75, 100, and 120 bar. As the
pressure decreases, the volume of the system (and thus,
the simulation box and the empty space within) increases
significantly, making MD simulations very inefficient.
This practically means, that for gas systems, MD sim-
ulations become prohibitively slow. Therefore, the only
possible comparison with the MD simulations can be
made by using Equation (8) and extrapolating the diffu-
sivity computations to the low pressures of interest (i.e. 1

atm). These extrapolations are shown in Figure 3 as black
dashed lines. While Equation (8) can accurately describe
the MD simulations within the range of development
(i.e. 50–125 bar), the extrapolation to lower pressures is
rather poor. To rectify this issue, we devised a novel
methodology which is described in the following section.

3.3. Methodology development

Figure 4(a–c) show the H2 and O2 intra-diffusion
coefficients in vapour H2O, and H2O self-diffusion,
respectively, computed with MD simulations as a func-
tion of the inverse pressure (1/P) at T = 673, 773, 873,
and 973K. As clearly shown, the MD data can be very
accurately described with linear regressions, with the
coefficients of determination (R2) for all systems and
isotherms being higher than 0.996. Therefore, these lin-
ear fits can be safely used to extrapolate the diffusivity
values at lower pressures. To this purpose, we consider
P = 1, 5, 10, 20, and 30 bar. For the extrapolated values of

Figure 3. Comparison with experiments at 1 bar. Arrhenius-type plots of the computed/calculated intra-diffusion coefficients of H2 in
H2O (a), O2 in H2O (b), pure H2O accounting for water polarity (c), occurring in the vapour phase. Circles denote the MD simulations
reported by Tsimpanogiannis et al. [10]. Dashed lines denote calculations with the correlation [Equation (8)]. Solid lines denote calcula-
tions with the CE theory. Lines of the black colour correspond to 1 bar. Dashed-dotted lines denote calculations with the Wilke and Lee
[38] method, while dotted lines denote calculations with the Fuller et al. [40] method. Sources of experimental data: (a) Nelson [50] (red
diamonds); Crider [51] (red crosses); Schwertz and Brow[52] (black crosses); McMurtie and Keyes [53] (black triangles), (b) Walker and
Westenberg [54] (black crosses – measured values); Walker and Westenberg [54] (black triangles – extrapolated values); Schwertz and
Brow[52] (black circles), and (c) Matsunaga and Nagashima [55] (black diamonds).
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Figure 4. Intra-diddusion coefficients as a function of the inverse pressure (1/P) of H2 in H2O (a), O2 in H2O (b), pure H2O accounting
for water polarity (c), occurring in the vapour phase. Symbols denote the MD simulations reported by Tsimpanogiannis et al. [10] at four
isotherms: 973.15K (reddiamonds), 873.15K (blue squares), 773.15K (magenta triangles), and673.15K (greencircles). Thedashed-dotted
lines denote the current linear fits.

Figure 5. (a) Slopes and (b) intercepts of the fits to the diffusivity data for the H2 in H2O, O2 in H2O, and pure H2O in the vapour phase.
The red symbols denote theMDdiffusivity data reported by Tsimpanogiannis et al. [10]. The blue symbols denote the extrapolated values
calculated in the current study. The black dashed lines in (a) are fits using the parameters of Table 2. The black dashed lines in (b) are fits
using the entire pressure range (1–125 bar). The blue solid lines in (b) are fits using the pressure range (1–50 bar) and the parameters
provided in Table 2, while the red solid lines are the original fits [10] in the pressure range (50–125 bar) and the parameters provided in
Table 1.

the diffusivities, we then follow a similar procedure to the
one described in Tsimpanogiannis et al. [10]. Specifically,
from an Arrhenius plot we obtain values for the inter-
cept and the slope for each isobar. The calculated slopes
and intercepts are shown in Figure 5(a,b) (denoted with
blue symbols), respectively. The values computed with

MD simulations by Tsimpanogiannis et al. [10] at higher
pressures (i.e. 50, 75, 100, and 125 bar), are also shown
in Figure 5 (denoted with red symbols). As clearly evi-
denced in Figure 5(a), the calculated values for the slopes
can still be correlated for the entire pressure range under
consideration (i.e. 1–125 bar) with a linear function. The
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Table 2. Parameters of the generalised Equation (9) for predicting the intra-diffusivities of infinitely diluted H2 and O2 in vapour H2O,
and the self-diffusivity of pure vapour H2O in the current study.

H2 in H2O O2 in H2O pure H2O

m∗
0 (−1.29 ± 0.01)×103 (−1.10 ± 0.01)×103 (−1.42 ± 0.01)×103

m∗
1 (−0.31 ± 0.02)×101 (−0.43 ± 0.02)×101 (−0.63 ± 0.02)×101

n∗
0 −5.88 ± 0.04 −7.63 ± 0.03 −7.32 ± 0.01
n∗
1 −0.99 ± 0.03 −0.94 ± 0.03 −0.91 ± 0.01

Figure 6. Comparison with experiments at 1 bar. Arrhenius-type plots of the computed/calculated intra-diffusion coefficients of H2 in
H2O (a), O2 in H2O (b), pure H2O accounting for water polarity (c), occurring in the vapour phase. Circles denote the MD simulations
reported by Tsimpanogiannis et al. [10]. Dashed lines denote calculations with the correlation [Equation (8)]. Solid lines denote calcu-
lations with the CE theory. Turquoise triangles denote the current extrapolations of the MD simulations at 1 bar. Turquoise dashed line
denotes calculations with the correlation [Equation (9)]. Lines of the black colour correspond to 1 bar. Sources of experimental data are
the same as in Figure 3.

R2 values of those fits equal 0.961, 0.991, and 0.991 for
the H2 and O2 intra-diffusivities in vapour H2O, and
H2O self-diffusion, respectively. Interestingly, the calcu-
lated intercepts for the entire pressure range cannot be
correlated with a linear function as previously observed
by Tsimpanogiannis et al. [10], but instead, a logarithmic
function seemsmore appropriate. However, the quality of
the fit of the calculated intercepts for the entire P range
using a logarithmic function is not satisfactory, espe-
cially for the high P regime. This is clearly indicated in
Figure 5(b) by the black dashed line. In sharp contrast,
if only the pressures in the range of 1–50 bar are con-
sidered, the logarithmic fit is very accurate, with R2 =
1.000, 0.999, and 0.998 for H2 and O2 intra-diffusivities
in vapour H2O, and H2O self-diffusivities, respectively.

Therefore, we recommend that at P>50 bar, the correla-
tion reported by Tsimpanogiannis et al. [10] should be
used [Equation (8)], while at P<50 bar, the following
correlation should be used:

D = exp
[
[n∗

1 ln(P) + n∗
0] + (m∗

1P + m∗
0)

1
T

]
(9)

where m∗
0, m

∗
1, n

∗
0, and n∗

1 are fitting parameters. The
values for these fitting parameters for the three systems
considered here are listed in Table 2. The aforemen-
tioned behaviour can be further understood if we con-
sider theChapman andEnskog theory [see Equation (2)],
where we observe that the pressure dependence of the
diffusivity is D ∼ 1

P , therefore, ln(D) ∼ ln(P). On the
other hand, the pressure dependence of the diffusivity in
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Equation (8), reported in [10], is ln(D) ∼ P. This depen-
dency was shown to be accurate for the narrow pressure
range (50–125 bar) considered in [10], however it is not
accurate for the wider pressure range (1–125 bar) con-
sidered here. Thus, the use of Equation (9) becomes
essential.

Figure 6(a–c) show the comparison of the available
experimental data with the MD projections at low pres-
sures and the calculations with the new correlation
[Equation (9)], for the H2 and O2 intra-diffusivities in
vapour H2O, and H2O self-diffusivities, respectively. As
can be observed, the extrapolated MD data (i.e. obtained
from the linear fits, D vs. 1/P) at 1 bar are in very good
agreementwith the calculations using theCE theory. Fur-
thermore, very good agreement is observed between the
extrapolatedMDdata, the new correlation [Equation (9)]
and the available experimental data for the case of tem-
peratures, T>400 K, as can be seen in Figure 6(b ,c) for
the cases of H2 in H2O and pure H2O, respectively. Some
deviations are observed at 1 bar between the CE theory
and the new correlation [Equation (9)] for the lower tem-
peratures (i.e.T<400K). This discrepancymay be due to
the different functional for the temperature dependence
between the CE theory and the correlation developed
here.

4. Conclusions and future outlook

Significant effort has been devoted through the years
in order to improve the calculations of intra- and self-
diffusivities in binary and multi-component mixtures
relevant to geological, chemical, biological, and envi-
ronmental processes. The focus of the current study
was diffusive processes with the solvent being in the
vapour phase. To this purpose, available data from exper-
iments and molecular simulations examining the intra-
diffusivities of H2 and O2 in H2O, and the self-diffusivity
of pure H2O (for pressure and temperature condition
that the solvent is in the vapour phase) have been col-
lected and subsequently compared against calculations
based on the CE theory and the semi-empirical/semi-
theoretical methods of (i) Wilke and Lee and (ii) Fuller
et al. methods that are also based on the same theory.
Comparisons between theMDsimulations and the calcu-
lations using the CE theory or the semi-empirical meth-
ods in the pressure range 50–125 bar showed very good
agreement. However, the extrapolation of the correla-
tion [i.e. Equation (8)], reported in [10], to lower values
and comparisons with experimental data at low pressures
(1 bar) showed poor agreement. In order to rectify the
aforementioned problem a novel methodology was pro-
posed. in order to In particular, the molecular dynamics
simulations performed at higher pressures (50–125 bar)

were extrapolated to lower pressures by observing the
linear behaviour of the intra/self-diffusivities as func-
tion of the inverse pressure (1/P) at low pressures.
The extrapolated diffusivity values were subsequently
used in order to further refine the original correlation
[Equation (8)] and replace it with the currently recom-
mended [Equation (9)], where a logarithmic dependency
has been introduced in order to describe more accurately
the behaviour.

It would be an interesting future outlook to explore
the origins of the deviation between the MD simulations
and the calculations from the CE theory at the proxim-
ity of the critical temperature. The performance of MD
simulations at a more refined temperature grid (close to
the critical point) may result in providing enough data
points to replace the current linear dependency with a
more refined one. In addition, performing newMD sim-
ulations at temperatures, T>973K, may shed light to
the dependency of lnD vs. 1/T. In that case, the agree-
ment of Equation (9) with the CE theory could further
improve. Finally, another interesting route to explore in
a future study would be to consider mixtures with higher
gas concentrations, in which the composition is expected
to be an additional parameter in the predictive model for
intra-diffusivities. For such systems, themutual diffusivi-
ties (i.e.Maxwell-Stefan, Fickian) are also of interest since
these diffusivities strongly depend on the composition of
the mixture.
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