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ABSTRACT: A polarizable intermolecular potential model with short-range
directional hydrogen-bonding interactions was developed for water. The
model has a rigid geometry, with bond lengths and angles set to experimental
gas-phase values. Dispersion interactions are represented by the Buckingham
potential assigned to the oxygen atom, whereas electrostatic interactions are
modeled by Gaussian charges. Polarization is handled by a Drude oscillator
site, using a negative Gaussian charge attached to the oxygen atom by a
harmonic spring. An explicit hydrogen-bonding term is included in the model
to account for the effects of charge transfer. The model parameters were
optimized to density, configurational energy, pair correlation function, and
the dielectric constant of water under ambient conditions, as well as the
minimum gas-phase dimer energy. Molecular dynamics and Gibbs ensemble
Monte Carlo simulations were performed to evaluate the new model with
respect to the thermodynamic and transport properties over a wide range of
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temperature and pressure conditions. Good agreement between model predictions and experimental data was found for most of
the properties studied. The new model yields better performance relative to the majority of existing models and outperforms the
BK3 model, which is one of the best polarizable models, for vapor—liquid equilibrium properties, whereas the new model is not
better than the BK3 model for representation of other properties. The model can be efficiently simulated with the thermalized
Drude oscillator algorithm, resulting in computational costs only 3 times higher than those of the nonpolarizable TIP4P/2005
model, whereas having significantly improved properties. Because it involves only a single Drude oscillator site, the new model is
significantly faster than polarizable models with multiple sites. With the explicit inclusion of hydrogen-bond interactions, the

model may provide a better description of the phase behavior of aqueous mixtures.

I. INTRODUCTION

Water is widely present in nature and it plays a vital role in
chemical, biological, and industrial applications. Despite its
relatively simple structure, modeling of water remains a
challenge due to its complex electrostatic and hydrogen-
bonding interactions. Ab initio molecular dynamics (MD) and
density functional theory are indispensable tools to study the
properties of water," but these methods demand large-scale
computational resources and are generally limited to small
systems with tens or hundreds of molecules over picosecond
time scales. Classical MD simulations, on the other hand, can
be used to investigate systems with many thousands of
molecules and can probe time scales from nanoseconds to
microseconds. Over the past several decades, many classical
force fields have been developed for water. These models are
generally parameterized to experimental data, such as densities,
diffusion coeflicients, or pair correlation functions. They can
generally be divided into two categories with respect to
inclusion of polarizability. Nonpolarizable models, such as
SPC/E” and TIP4P/2005° models, assume pairwise additivity
and typically describe electrostatic interactions by fixed point
charges. As many-body interactions are omitted in these

-4 ACS Publications  © 2016 American Chemical Society

models, they are not expected to give a satisfactory
representation of water properties over the entire phase
diagram of water. Although the accuracy of nonpolarizable
models is limited, their computational cost is relatively low,
which makes them widely used in simulations of large systems.
For a comprehensive overview of nonpolarizable water models,
the readers are referred to the review paper by Vega and
Abascal.” As water molecules have relatively strong dipole and
quadrupole moments, the properties of water are significantly
affected by polarization, which is a many-body interaction. Vega
and Abascal showed that accurate representation of dielectric
constant, virial coeflicient, vapor pressure, and critical proper-
ties of water is not possible without considering polarization.”

There are three main approaches for inclusion of polarization
in a classical water model, namely, fluctuating charges, induced
dipoles or multipoles, or Drude oscillators. In the fluctuating
charge approach, the partial charges of water molecules are
considered as dynamic variables, which can be determined
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using the extended-Lagrangian method or by energy
minimization during the simulation. Rich et al. applied the
fluctuating charge approach to model water and developed the
SPC-FQ and TIP4P-FQ models.” Although the fluctuating
charge approach is computationally efficient, the polarizability
of the SPC-FQ_and TIP4P-FQ models is restrained on the
molecular plane, which does not represent adequately the
three-dimensional polarization of water molecules. Li et al.
developed the MCYna model by assigning a polarizable atomic
induced dipole on the negative charge center of water
molecules.’ Its two-body interactions were derived from the
ab initio Matsuoka—Clementi—Yoshimine (MCY) potential,”
and a three-body Axilrod-Teller term was used in the model to
account for dipole—triple interactions. The MCYna water
model gives a satisfactory prediction for heat capacity,
compressibility, thermal conductivity, and speed of sound
under both ambient and supercritical conditions.® Cummings
and co-workers developed Gaussian charge polarizable (GCP)
models for water,”'® in which polarization is handled by an
induced Gaussian charge dipole at the center of mass of the
water molecule. The GCP model was parameterized to
structural and vapor—liquid equilibrium data. Drude oscillator
(or charge-on-spring)-based polarizable water models have also
been developed by different research groups. Roux and co-
workers developed four-site, SWM4-DP ! and SWM4-NDP,"*
and six-site, SWMS6," polarizable water models, with polar-
ization handled by classical Drude oscillators. In conjunction
with the SWM4-NDP model, polarizable molecular models for
alkali halide (AH) salts were also developed.'* However, the
vapor pressure of pure water predicted by the SWM4-NDP
model is about 3 times higher than the experimental values, and
the AH-SWM4 model predicts an increase in the vapor
pressure with an increase in salt concentration for aqueous
NaCl solution, which is inconsistent with experimental
observations."” Van Gunsteren and co-workers developed a
series of polarizable models for the intermolecular potentials for
water, the COS family of models.'®™'® The recent COS/D2
water model has four sites and uses a massless off-atom site
serving as a charge-on-spring polarizable site. The critical
temperatures of the COS/G2 and COS/G3 models'® are much
lower than the experimental data,'” and their meltin§
temperatures are lower than 200 K.*° The COS/D2 model'

was designed to work with the GROMOS force field for
simulation of biological systems; however, its predictions for
vapor—liquid equilibrium and melting properties were not
reported. Recently, Kiss and Baranyai developed a series of
polarizable water models, namely, the BK family of
models.”' ~** These share many features with the GCP
model,” although the polarization in the BK models is handled
by Drude oscillators instead of an induced dipole. However,
Chialvo et al. demonstrated that the induced dipole in the GCP
model can be equivalently replaced with Drude oscillators.”
The BK3 model shows good agreement with the experimental
data for many properties of water over a wide range of
conditions, including the dielectric constant, temperature of
maximum density, and second virial coefficient. The prediction
of vapor—liquid equilibrium properties by the BK3 model is
superior to that by the SWM4 and COS families of polarizable
models, even though the vapor pressure predicted by it is about
20% higher than the experimental values at high temper-
atures.”® Molecular models for AH salt solutions were
developed with the BK3 water model,”” and the AH-BK3 set
of polarizable models accurately predict the activity coeflicient

of NaCl solution under ambient conditions.”*® Ab initio
calculations have also been used to obtain functional forms for
interactions and force-field parameters for polarizable water
models. Burnham and Xantheas developed a series of flexible,
polarizable, Thole-type models for water, namely, the TTM2-F
and TTM3-F models.””** Ponder and co-workers developed
the AMOEBA models based on polarizable atomic multi-
poles,”*” and recently, a simplified version of the model
(iAMOEBA) was also proposed.”” Although the iAMOEBA
model satisfactorily predicts the critical point, melting point,
and other important properties of water, the simulation of the
model is computationally demanding due to the use of many
interaction sites. In addition, the iAMOEBA model is not self-
consistent, as dipoles are only induced by permanent charges.

Polarizable molecular models have been demonstrated to
yield a better representation of properties than that by their
nonpolarizable counterparts for water; however, the inclusion
of polarizability does not necessarily lead to a model that
sufficiently describes all of the intra- and inter-molecular
interactions of water molecules. For example, Akin-Ojo and
Szalewicz”* showed that polarizable models significantly deviate
from ab initio calculations for water trimers with small
intermolecular separations, which indicates some important
intermolecular interactions are still missing in polarizable
models. Kiss and Baranyai studied a series of polarizable
water models and found that they all underestimate the
temperature of maximum density and melting temperature due
to the overestimation of electrostatic energy at low temper-
atures.”’ An important ingredient that is not explicitly included
in most of the polarizable water models is the charge-transfer
effect caused by hydrogen bonding. The early version of the
CHARMM force field” uses an explicit term to represent
hydrogen-bonding interactions. Masella and co-workers pre-
sented the polarizable TCPE/2013 water model,*® in which an
anisotropic many-body hydrogen-bonding term was used to
account for the effect of charge transfer. Although Lee and
Rick®” showed that the amount of transferred charge among
water molecules is small because each water molecule donates
and accepts on average equal amounts of hydrogen bonds in
the highly symmetric environment of pure liquid water, the
effect of charge transfer is expected to be more significant for
aqueous mixtures due to the higher asymmetry, such as the
water/carbon dioxide system, which is of great importance to
geologic carbon dioxide sequestration.

In this work, we present a new intermolecular potential
model for water, with explicit polarization handled by a single
Drude oscillator and electrostatic interactions described by
Gaussian charges. An anisotropic short-ranged hydrogen-
bonding term is also included to account for the charge-
transfer effects expected to be important for aqueous mixtures.
The proposed model, referred to herein as the “HBP”
(hydrogen-bonding polarizable) model, gives excellent results
for the vapor—liquid equilibrium and single-phase fluid
properties of water, while maintaining a reasonable representa-
tion of solid (ice)-phase properties. This article is structured as
follows: the details of the proposed HBP water model are
presented in Section II, and the simulation details are described
in Section III. A comprehensive evaluation of the model with
respect to various thermodynamic and transport properties is
given in Section IV, which also includes detailed comparisons of
the proposed HBP model with other polarizable and non-
polarizable models in terms of their accuracy and computa-
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tional cost. Finally, the conclusions from the present work are
summarized in Section V.

Il. MODEL

The structure of a single water molecule in the gas phase is well
known: the hydrogen—oxygen—hydrogen bond angle is
104.52°, and the hydrogen—oxygen bond length is 0.9572 A.
Although the equilibrium bond length in the condensed phase
could be slightly higher than the gas-phase value,”® we set the
bond length of the model to the experimental values of gas-
phase water molecule, as the small difference in bond length
could be compensated by partial charges. We chose to use a
rigid geometry, as the internal degrees of freedom have
negligible effects on the vapor—liquid equilibrium properties,
which is one of our primary target properties.

The electrostatic interaction of water is modeled by Gaussian
charges, which involve a spherical charge density distribution of
the form

q, [—Ir - rf)
g = exp
(2n0?)*? 26} (1)

and the interaction between two Gaussian charges (i and j) is
expressed as

94, "

er. J
A 2(0-12 + 6]'2) (2)

where p; is the charge density of Gaussian charge i and o; is the
width of the charge. An important feature of the Gaussian
charge is that the electrostatic interaction converges to a finite
value at an intermolecular distance of zero rather than diverging
to infinity, as in the case of point charges commonly used in
many water models. The finite interaction of Gaussian charges
at small intermolecular distances ensures the numerical stability
of the model and avoids the use of a Thole screening
function,” which is generally necessary for point-charge
polarizable models to avoid polarization catastrophes. In
addition to better numerical stability, the Gaussian charge
model has one additional parameter that is absent in point-
charge models, namely, charge width, which gives it more
flexibility in model parameterization. The computational cost of
using Gaussian charges is only slightly higher than that for
point charges, on the order of 10%."” We have implemented
Ewald summation for Gaussian charges in the open-source MD
simulator LAMMPS,*' and the source code of our
implementation is provided in the Supporting Information.
For the distribution of the Gaussian charges, the TIP4P
geometry was used, as the simple SPC or TIP3P distribution
generally yields incorrect gas-phase cluster configurations*” and
a high diffusivity.26 As in the TIP4P/2005 water model, a
negative charge is placed on a dummy atom along the bisector
of the hydrogen—oxygen—hydrogen angle and two positive
charges are placed at the centers of the hydrogen atoms. The
magnitude of Gaussian charges as well as the distance between
the dummy and oxygen atoms were obtained by a least-square
fit to the experimental gas ?hase dipole and quadruple
moments of a water molecule.*”**

The polarization of water molecule is handled by a Drude
oscillator. A negative Gaussian charge is attached to the oxygen
atom by harmonic spring, and the spring constant (k) is
determined as

coul __

v 4re,r;

ko=q/a 3)

where g, is the magnitude of the negative Drude charge and « is
the molecular polarizability of water. The polarizability tensor
of a water molecule is nearly isotropic in the gas phase,45 and
most of the polarization is expected to occur around the oxygen
atom; therefore, a single isotropic Drude oscillator was used,
attached to the oxygen atom; this choice is also important for
maintaining a relatively low computational cost for the model.
The polarizability (@) in eq 3 is set to 1.44 A3, which is the
spherical average of the diagonal elements of the experimental
polarizability tensor for gas-phase water molecules. The
negative Drude charge (q,) was arbitrarily set to —2.0e, as the
performance of the model was found to be insensitive to this
value. To ensure electroneutrality, an opposite Gaussian charge
(+2.0¢) is placed on the oxygen atom.

To account implicitly for the short-ranged and directional
charge-transfer effects caused by hydrogen bonding, an
anisotropic hydrogen-bonding term is used

12 10
U,;{B =€y 5{@] - 6[@] cos*()

g " ()
where €y is the energy parameter, oy is the size parameter of
the hydrogen-bonding interaction, 6 is the angle between the
oxygen atom accepting the hydrogen bond and the hydrogen
atom and oxygen atom donating to the hydrogen bond, and r;
is the intermolecular distance between the oxygen atoms of two
hydrogen-bonding water molecules. The hydrogen-bonding
term used here was originally proposed for the water model in
the Dreiding force field."® One may argue that a more advanced
function form is necessary to describe more accurately the
hydrogen-bonding interaction, as in the work of Masella and
co-workers.”® However, hydrogen-bonding interactions in
water models do not come exclusively from the hydrogen-
bonding term: electrostatic and van der Waals interactions also
contribute to the hydrogen-bonding energy. The hydrogen-
bonding term used in the HBP model accounts empirically for
the charge-transfer effects. In the model, we set the size
parameter, Oy, in eq 4 to 2.75 A, which corresponds to the
position of the first peak of the oxygen—oxygen partial
correlation function of liquid water under ambient conditions.

Van der Waals interactions are represented by the
Buckingham Exp-6 potential

Ui}'dw =A exp(—Brij) - C/r; (s)

where r; is the distance between the oxygen atoms of two water
molecules. Compared with the Lennard-Jones 12-6 potential,
the Buckingham potential is believed to be more realistic in
describing repulsive interactions.”**

The rest of the model parameters, including the widths of
Gaussian charges, parameters of Buckingham potential, and
energy parameter in the hydrogen-bonding term, were
optimized to the configurational energy, density, dielectric
constant, oxygen—oxygen partial correlation function under
ambient conditions, as well as the minimum energy of the gas-
phase water dimer. The optimization method is based on a
least-square minimization of an objective function, which was
defined as the average relative deviation between the simulation
results and experimental data, and the objective function was
weighted by simulation uncertainties. The details of the
optimization method can be found in our prior work."” The
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Table 1. Parameters of the Water Model”

geometry nonelectrostatic interactions
boy = 09572 A A = 279737 kJ/mol
Ouon = 104.52° B =3.51485 A™!
bom = 0.263 A C = 3672.79 kJ/mol A®

ey = 1.346 kJ/mol
o = 275 A

ac«

M”, dummy atom; “D”, Drude charge.

charge (e) charge width (A)
o = 2.0 6o = 07114
qu = 0597 Oy = 04592
qu = —1.194 oy = 0.5483
o = =20 op = 07114

resulting model parameters are listed in Table 1, and a
schematic representation of the proposed HBP water model is
shown in Figure 1.

» @\ g»

Figure 1. Schematic representation of the water model. “O”, “M”, “H”,
and “D” in the figure stand for oxygen, dummy, hydrogen atoms, and
Drude charge, respectively. 6 is the angle between the oxygen atom
accepting the hydrogen bond, the hydrogen atom, and the oxygen
atom donating to the hydrogen bond.

lll. SIMULATION DETAILS

MD and Gibbs ensemble Monte Carlo (GEMC) simulations
were performed to evaluate the properties of the proposed
HBP model. The configurational energy, density, structure,
dielectric constant, and isobaric heat capacity of water were
obtained by isothermal—isobaric MD simulations using the
open-source simulator, LAMMPS,"" with an in-house mod-
ification to handle the Ewald summation of Gaussian charges.*’
A total of 512 water molecules were used in the MD
simulations, and the system was first equilibrated for 500 ps,
followed by a production period of S ns. The time step used
was 1 fs. A simulation using a larger system size of 1000 water
molecules was also performed under ambient conditions to
study the effect of system size; the results for the larger system
agreed with those calculated from the smaller system, within
simulation uncertainties. Electrostatic interactions were handled
by Ewald summation,** with the relative error in the force being
smaller than 107°. The real-space part of the electrostatic
interactions and the van der Waals interactions were truncated
at 10 A. The standard mean-field long-range correction™® was
applied to the attractive part (1/r5) of the Buckingham
potential. As the hydrogen-bonding term is short-ranged, it
was truncated at 6.5 A and smoothly shifted to 0 at 7 A; an
angle cutoff of 90° was used. The temperature of the system
was controlled by the Langevin thermostat, with damping
factors of 100 and 10 for the motions of the molecule center of
mass and Drude particle, respectively.”’ The pressure of the
system was maintained by the Nosé—Hoover barostat.”’ The
motion of the Drude particles was calculated by the extended-
Lagrangian method, in which a small mass (0.5 g/mol) was
subtracted from the oxygen atom and assigned to the negative
Drude charge, and the relative motion of the oxygen atoms and

Drude particles was thermostated at 1 K.*”°' To check whether
the extended-Lagrangian method yields consistent results with
full-energy minimization on Drude particles, we carried out an
MD simulation with the positions of massless Drude particles
calculated by minimization of electrostatic energy with force on
Drude charges relaxed to 0.05 kJ/mol nm. The internal energy
and density from the energy-minimization simulations agreed
with those from the extended-Lagrangian method within
simulation uncertainties. A typical isobaric—isothermal MD
simulation took about 20 h on a 16-core 2.6 GHz Intel
Sandybridge processor.

The vapor—liquid interfacial tension was calculated by direct
coexistence interfacial MD simulations. A total of 512 water
molecules were placed in a triclinic box with dimensions of 30
A x 30 A X 100 A, and the system was equilibrated for 2 ns,
followed by a production run of S ns. The interafacial tension
(y) was estimated from the diagonal elements of the pressure
tensor

LZ

where L, is the longest length of the simulation cell. For the
interfacial MD simulations, the van der Waals interaction was
truncated at 14 A, beyond which the Buckingham potential is
negligible, and no long-range correction was applied for the
attractive part of the van der Waals interaction. To calculate the
melting point of the model, a system of 5184 water molecules
was placed in a triclinic box in the crystal structure of ice phase
Ih. A short isothermal—isobaric MD simulation (100 ps) was
performed at 243 K to equilibrate the crystal. The liquid phase
was generated by melting the ice crystal at 373 K, and the
resulting liquid phase was then cooled to 243 K. After the liquid
phase was prepared, the equilibrated solid crystal was put in
contact with the liquid phase, and the combined solid and
liquid water was equilibrated for 10 ps in an isothermal—
isobaric MD simulation to relax the extra stress at the fluid—
solid interface. Then, an MD simulation in the constant
enthalpy and pressure (NPH) ensemble, with the pressure
maintained at 1 bar, was performed for 500 ps to measure the
melting temperature of the HBP model. The NPH MD
simulations have been shown to give consistent results with
free-energy based calculations for determination of the melting
temperatures of water models.”

The viscosity (1) was calculated using the Green—Kubo
relation

V t
ORw f (By(t)Py(ty + 1)) dt o

where V is the volume of the simulation box and P,; denotes
the off-diagonal element of the pressure tensor. The viscosity at
each state point was calculated from three independent
isobaric—isothermal simulations, with the temperature and
pressure controlled with a Nosé—Hoover thermostat and
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Table 2. Configurational Energy (U), Liquid Density (p), Average Liquid Phase Dipole Moment (i), Dielectric Constant (€),
Diffusion Coefficient (D), and Shear Viscosity () at 298.15 K and 1 bar

HBP BK3
U (kJ/mol) —43.93 + 0.01 —43.32
p (kg/m®) 997.3 + 0.3 997.4
u (debye) 2.536 + 0.00S 2.64

€ 76 + 4 79

D (107° m*s7") 242 + 0.01 228

n (cP) 0.80 + 0.04 0.951

GCP TIP4P/2005 expt.
—44.8 —47.7 —43.3
1007 997 997
2.72 235
84 58 78
2.26 2.49 2.26

0.83 0.895

barostat, respectively.””>> Each simulation was run for 10 ns,

and the pressure tensor elements were sampled at every time
step. The upper limit of the integral in eq 7 was 6 ps.

Self-diffusion coefficients were obtained from the mean-
square displacement™®>*

o GEL N~ n()F)
DMD h tlirgo 6t (8)

where r,(t) is the unfolded position of the oxygen atom of a
water molecule at time ¢ and the angular brackets indicate an
ensemble average over all molecules and time origins. The
simulations for the calculation of Dy, were performed in the
canonical ensemble, with the temperature of the simulation
maintained by the Nosé—Hoover thermostat.”” Each simulation
run had a 0.5 ns equilibration period, followed by a 2 ns
production period. To improve the statistics, the diffusion
coefficient for each state point was calculated by averaging the
results of five independent simulations, each starting with a
different initial configuration and momentum. It is recognized
that the finite size effect on the diffusion coefficients depends
inversely on the size of the simulation box, L>° Thus, the
Dunweg—Kremer (or Yeh—Hummer) relation®*”’” was used to
calculate the diffusion coefficient at an infinite system size (D*)

 kgTE
6L )

where 7 is the viscosity and £ & 2.837298 is a dimensionless
constant.”

The vapor—liquid saturation density, vapor pressure, and
enthalpy of vaporization were calculated from GEMC
simulations.”®” All of the MC simulations were performed
using Cassandra,®° an open-source Monte Carlo software, with
in-house modifications to handle polarization, hydrogen-
bonding interactions, and Gaussian electrostatics. A total of
256 water molecules were used in the Gibbs ensemble MC
simulations, and negligible system-size effects were observed on
comparing with simulation results using 512 molecules. As for
the MD simulations, electrostatic interactions were handled by
the Ewald summation.” The real-space part of electrostatic
interactions and the van der Walls interactions were truncated
at 9 A for the liquid-phase box and 11 A for the Vapor-gphase
box. The standard mean-field long-range correction® was
applied to the attraction part of the Buckingham potential for
both vapor and liquid phases. The positions of Drude particles
were calculated by minimizing the electrostatic energy of the
system; details of the minimization algorithm can be found in
our prior work."® As interactions for a polarizable model are not
pairwise-additive, the multiple-particle move method was used
to efficiently sample the phase space.”’ The system was
equilibrated for 500 000 steps, followed by a production period
of 5 million steps. The probabilities for multiparticle trans-

(]

Dyp =

12362

lation, multiparticle rotation, volume change, and particle
exchange moves were 0.1, 0.1, 0.1, and 0.7, respectively. A
typical MC simulation took approximately 50 h to complete on
using a 16-core 2.6 GHz Intel Sandybridge processor. Statistical
uncertainties for the MD and MC simulations were estimated
by dividing the production runs into five to eight blocks, and
we calculated the standard deviations of the block averages.

IV. RESULTS AND DISCUSSION

The properties of water under ambient conditions, specifically
the configurational energy, density, dielectric constant,
structure, as well as minimum water dimer energy, were used
in the optimization procedure to obtain the parameters for the
proposed HBP model. The second virial coefficient, vapor—
liquid equilibrium properties, dielectric constant, and isobaric
heat capacity as functions of temperature, temperature of
maximum density at 1 bar, density of water over a wide range of
temperatures and pressures, viscosity, diffusion coefficient, as
well as ice (phase Ih) density and melting temperature were
then evaluated. To determine the relative merits of the
proposed HBP model with respect to prior models, a subset
of three prior models was selected for detailed comparisons,
specifically the GCP and BK3 polarizable models and the
TIP4P /2005 nonpolarizable one. The BK3 model is considered
to be one of the best Drude oscillator-based polarizable models
for water, and the GCP model is found to give the best
representation of vapor—liquid equilibrium properties among
all existing polarizable models. The TIP4P/2005 model is
viewed as the best nonpolarizable model for water.”

IV.A. Properties under Ambient Conditions. The
properties of the HBP water model under ambient conditions
(T = 298.15 K and P = 1 bar) are given in Table 2 and
compared to those of the polarizable BK3 and GCP models and
the nonpolarizable TIP4P/2005 model. The HBP water model
yields excellent agreement with the experimental data for
properties of water at 298.15 K and 1 bar. The shear viscosity
and diffusion coefficient were not included in the para-
metrization, and the prediction of these transport properties
is satisfactory. The shear viscosity is slightly lower than the
experimental value, which is consistent with a higher diffusion
coefficient. The performance of the HBP model is comparable
to that of the polarizable BK3 model for properties under
ambient conditions, whereas the polarizable GCP model
overestimates the liquid water density and subsequently
overestimates the dielectric constant. With the inclusion of
polarizability, the HBP model shows a significantly better
performance than the TIP4P/2005 model, which under-
estimates the configurational energy and dielectric constant.

The pair correlation functions for liquid water under ambient
conditions are shown in Figure 2. For the oxygen—oxygen
partial correlation function, which was used to parameterize the
model, the HBP model overestimates the height of the first
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Figure 2. Atom—atom pair correlation functions of water at 298.15 K
and 1 bar. Results for the BK3 and GCP models are from ref 24.
Experimental data for oxygen—oxygen pair correlation function are
from ref 62, and experimental data for oxygen—hydrogen and
hydrogen—hydrogen pair correlation functions are from ref 63.

peak and slightly underestimates the first minimum, indicating
that the model predicts a more structured liquid under ambient
conditions. The polarizable BK3 model yields a very similar
result, whereas the GCP model shows a slightly lower first peak,
which is more consistent with the experimental data.®” For the
oxygen—hydrogen and hydrogen—hydrogen partial correlation
functions, the predictions from the HBP, BK3, and GCP
models are quite similar and are in reasonable agreement with
the experimental data.”’

IV.B. Water Dimer and Second Virial Coefficient. The
energetics and geometry of small water clusters in the gas phase
are frequently used to develop and test intermolecular potential
models for water. As our primary interest is in the fluid-phase
properties, we only included the minimum energy of the
isolated water dimer in the optimization of parameters for the
proposed HBP model. Because of trade-offs with accuracy for
other properties, the HBP model underestimates the minimum
dimer energy when compared to the quantum chemical
calculation of Xantheas and Dunning,** whereas the predictions
from the BK3 and GCP models are in good agreement with it,
as shown in Table 3. It is worth mentioning that the properties
of the water dimer were not included in the parameterization of
the BK3 and GCP models. The geometry of the gas-phase
water dimer is characterized by the distance between oxygen

Table 3. Energies and Geometries of the Minimum-Energy
Water Dimer

HBP BK3 GCP TIP4P/2005 QC*

Egmee (KJ/mol)  —2246  —20.63  —20.77 —28.71 —-20.92°
doo (A) 2.83 2.87 2.87 277 291
& 54.6° 53.6° 55.3° 49.0° 58°

“Quantum chemical calculation.®*

atoms (doo) and the angle between the oxygen—oxygen line
and symmetry axis of the acceptor molecule (¢). The HBP
model predicts a similar dimer geometry to that predicted by
the BK3 and GCP models. The TIP4P/2005 model
significantly underestimates the dimer energy as well as dgo
and ¢, due to its lack of polarizability. The energies and
geometries for water clusters of up to six molecules were also
studied. Although the dimer energy is underestimated, the HBP
model shows good agreement with quantum chemical
calculations for properties of larger clusters, and the HBP
model outperforms the BK3 and GCP models for trimer,
tetramer, and pentamer properties. These results are given in
the Supporting Information.

The second virial coefficient (B,), which is related to the
dimer properties, was calculated by numerical integration of the
Mayer function

_ & mUGTy 1.2
B,(T) = 271"/0 ((e Yy — 1)r” dr (10)
where the upper limit of the integration was set to 20 A,
beyond which the integrand is negligible. The average of the
Boltzmann factor was taken over 50000 randomly sampled
dimer orientations at each intermolecular distance. As the
minimum dimer energy is underestimated, it is expected that
the second virial coefficients at low temperatures are also
underestimated by the HBP model, as shown in Figure 3. The
second virial coefficient predicted by the BK3 and GCP models
are in good agreement with the experimental data,”® although
the virial coeflicient was not used to optimize model parameters
for the BK3 and GCP models. Although the second virial
coefficient for the HBP model is below the experimental values,

0
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Figure 3. Second virial coeflicients predicted from the HBP, BK3,
GCP, and TIP4P/2005 models. Experimental data are from ref 65.
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its predictions are significantly better than those from the
nonpolarizable TIP4P/2005 model.

IV.C. Vapor-Liquid Equilibrium Properties. The
vapor—liquid equilibrium properties of water models are
important for the accurate description of fluid mixtures, as
they are directly related to the chemical potential of the liquid.
As mentioned earlier, the vapor—liquid equilibrium properties
were not included in the optimization of parameters for the
HBP model (only water properties under ambient conditions
were used) so that the coexistence curve is obtained in a purely
predictive manner. Figure 4 shows the vapor—liquid coex-

T T T T T
600 -
gsoo— .
~
— Expt.
O HBP
o BK3
400 @ © GCP 7
x TIP4P/2005
| | | |
3005 200 400 600 800 1000
3
p (kg/m”)

Figure 4. Vapor—liquid coexistence curves and critical points for the
various models. Experimental data®® are shown as solid lines. Results
for the BK3, GCP, and TIP4P/2005 models are from refs 67, 9, and
68, respectively. Simulation uncertainties are smaller than the symbol
size.

istence curve of the HBP, BK3, GCP, and TIP4P/2005 models.
The prediction from the HBP model is in excellent agreement
with the experimental data.® The critical point of the HBP
model was estimated by extrapolation of the saturation density
from 473 to 593 K using the following equations

Pyt Py

5 =p+a(T-T)

(11)

p, = py = b(T, = )™ (12)

where a and b are fitting parameters. The critical points of the
HBP model, estimated by eqs 11 and 12, are 650 + 2 K and
333 + 3 kg/m’, which are very close to the experimental values
of 647.1 K and 322 kg/m? respectively.”® It is worth
mentioning that eq 11 is not exact and extrapolation of the
saturated density should be considered as an approximate
method for estimation of the critical point. More accurate
critical properties can be obtained by finite scaling analysis,
which will be performed in our future work. The polarizable
GCP model represents accurately the vapor—liquid coexistence
curve, as expected, given that it was parameterized against the
saturation densities. The BK3 model slightly underestimates the
critical temperature, by 11 K. TIP4P/200S shows accurate
prediction for the saturation liquid density, whereas the model
slightly underestimates the saturation vapor density.

Figure S shows the vapor pressures predicted from the
various models. The HBP model yields good agreement with

100
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Figure S. Saturation vapor pressure for the various models.
Experimental data® are shown as a solid line. Results for the BK3,
GCP, and TIP4P/2005 models are from refs 67, 9, and 68,
respectively. Simulation uncertainty is comparable to the symbol size.

the experimental data®® from 323 to 590 K (data below 470 K
not shown), whereas the BK3 model overestimates the vapor
pressure, with deviations from the experimental data, increasing
with an increase in temperature. Similar to the HBP model, the
GCP model predicts accurate values for vapor pressure, as
expected, given that the vapor—liquid equilibrium properties
were used in its parameterization. The TIP4P/2005 model
underestimates the vapor pressures significantly over the entire
temperature range. The enthalpies of vaporization predicted
from the HBP, BK3, GCP, and TIP4P/2005 models are shown
in Figure 6. All models studied here overestimate the enthalpy
of vaporization at low temperatures, whereas the HBP and
GCP models show better agreement with the experimental
data® as the temperature increases. The BK3 model under-
estimates the enthalpy of vaporization at high temperatures,
which is consistent with its high vapor pressure. The TIP4P/
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Figure 6. Enthal})y of vaporization for the various models.
Experimental data® are shown as a solid line. Results for the BK3,
GCP, and TIP4P/2005 models are from refs 24, 9, and 68,
respectively. Simulation uncertainty is comparable to the symbol size.
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2005 model overestimates the enthalpy of vaporization over the
entire temperature range. Another important vapor—liquid
equilibrium property is the vapor—liquid interfacial tension. As
shown in Figure 7, the HBP model slightly underestimates the

80 T T T
§ — Expt.
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g
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20 .
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Figure 7. Vapor—liquid interfacial tension for the various models.
Experimental data® are shown as a solid line. Results for the BK3 and
TIP4P/200S models are from ref 24.

surface tension, and a similar underestimation of surface
tension can be observed for the BK3 and TIP4P/2005 models.
The surface tension as a function of temperature was not
reported for the GCP model, and such a calculation is
computationally expensive; therefore, the interfacial tensions of
the GCP model are not included in Figure 7.

IV.D. Properties of Liquid and Supercritical Water.
Perhaps the most famous “anomalous” property of water is the
density maximum at 4 °C. The temperature of maximum is
maximum is a difficult property to represent accurately for
water models. A comprehensive study of water’s density—
temperature diagram by Kiss and Baranyai*’ demonstrated that
inclusion of polarizability in molecular models may not improve
the representation of maximum density, possibly due to the
overestimation of electrostatic energy in the supercooled liquid
region. Figure 8 shows density as a function of temperature at a
pressure of 1 bar for the various models studied here. The
densities were calculated from the isothermal—isobaric MD
simulations and fitted to a fourth-order polynomial (shown as
dashed lines in Figure 8) to remove noise in the simulation
data. The temperature of maximum density for each water
model was determined from the fitted polynomial. At 1 bar, the
HBP model reaches its maximum density at 254 + 1 K, which
is lower than the experimental value (277 K). The BK3 model
shows better agreement with the experimental data, possibly
due to its use of multiple polarization sites. During the
development of the HBP model, we were able to reproduce
accurately the density—temperature diagram by including such
a property into the parametrization. However, it was found that
a set of model parameters that captures the density—
temperature diagram generally yields a critical temperature of
around 620 K, which is similar to the critical temperature of the
BK3 model. As our primary interest lies in the accurate
prediction of vapor—liquid equilibrium properties and other
fluid-phase properties, we chose to use a parameter set that
gives accurate predictions for the critical point, instead of the

T T T
1010F~ S -
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o BK3

970 ¢ GCP

960

1 1 ! 1 ! 1
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Figure 8. Density—temperature diagram at 1 bar for the various
models. The results of the GCP model are from ref 9, whereas the
results of the BK3 model were calculated in this work. Dashed lines are
fourth-order polynomials fitted to the simulation data.

temperature of maximum density. Although the representation
of the density—temperature diagram is not entirely satisfactory,
the HBP model outperforms the GCP model, which over-
estimates the density at low temperatures.

Figure 9 shows the dielectric constant of liquid water as a
function of temperature. The dielectric constant was estimated
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Figure 9. Dielectric constant of liquid water at 1 bar, predicted from
the HBP and BK3 models. Experimental data” are shown as a solid
line. The results of the BK3 model are from ref 69.

from the fluctuation of the dipole moment of the simulation
box (M) under conductive (tin-foil) boundary conditions®

4_”( M)

3(V Yk, T (13)
where €, (=1.75) is the infinite frequency dielectric constant.
The dielectric constants may be systematically underestimated
due to system-size effects, but this is generally smaller than the
simulation uncertainty. The dielectric constant for the HBP
model is in excellent agreement with the experimental data,”

€ = €y +
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within simulation uncertainties. The BK3 model slightly
overestimates the dielectric constant. Figure 10 shows the
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Figure 10. Isobaric heat capacity of liquid water at 1 bar, predicted
from the HBP, BK3, and TIP4P/2005 models. Experimental data® are
shown as a solid line. The simulation uncertainty, omitted in the figure
for clarity, is around 4 J/mol K.

isobaric heat capacity (C,) at 1 bar as a function of temperature.
The proposed HBP model overestimates the isobaric heat
capacity, as do the other models examined here; it is well-
known that classical water models do not adequately represent
heat capacities due to the omission of quantum effects.”!
Although all models overestimate the heat capacity, the HBP
model slightly outperforms the BK3 and TIP4P/2005 models.

The performance of a water model at elevated pressures and
temperatures is of great importance for its geochemical and
industrial applications. The prediction of density using the
proposed HBP model for liquid and supercritical water over a
wide range of temperatures and pressures is shown in Figure
11. The HBP model accurately predicts water density, with an
average deviation from the experimental data®® of around 1%.
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Figure 11. Density of liquid and sugercritical water, predicted from the
HBP model. Experimental data® are shown as solid lines. The
simulation uncertainty is smaller than the symbol size. Absolute
relative deviation (ARD) is defined as |(0gm = Pexp)l/Perpr

The largest deviation from the experimental data, which is
around 5%, occurs in the vicinity of critical temperature. We
also calculated the density using the BK3 and TIP4P/2005
models under the same state points shown in Figure 11, and
the largest deviations of the BK3 and TIP4P/2005 models from
the experimental data were 20 and 16%, respectively.

IV.E. Transport Properties. Figure 12 shows the viscosity
of the HBP model for a wide range of temperature and pressure
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Figure 12. Viscosity of water, predicted from the HBP, BK3, and
TIP4P/2005 models. Experimental data®® are shown as solid lines.
The simulation uncertainty is smaller than or comparable to the
symbol size.

conditions. At 275.15 and 298.15 K, the HBP model slightly
underestimates the viscosity compared to the experimental
data,°® whereas the BK3 model overestimates the viscosity. At
373.15 and 523.15 K (not shown in Figure 12), the predictions
of viscosity from the HBP and BK3 models are very similar and
in good agreement with the experimental data.®® The
nonpolarizable TIP4P/2005 model shows indistinguishable
results compared to those of the proposed HBP model for
viscosity calculations. Figure 13 shows the self-diffusion
coefficient of water, predicted from the proposed HBP
model. The HBP model slightly overestimates the self-diffusion
coefficient at 298.15 K and 1 bar, which is consistent with its
slight overestimation of viscosity (see also Table 2). The BK3
model shows good prediction of the self-diffusion coefficient
under ambient conditions, whereas the TIP4P/2005 model
slightly overestimates the diffusion coefficient. At higher
temperatures and pressures, at which experimental data are
not available, the calculated diffusion coefficients from the
studied three models are very similar.

IV.F. Ice Density and Melting Temperature. The
performance of the HBP model was also evaluated with respect
to its prediction of the density for phase Ih ice and the
corresponding melting temperature, as summarized in Table 4.
All models shown in the table overestimate the density of ice Th
and underestimate its melting temperature. The melting
temperature of the SWM4 model'” is too low and its
prediction of the critical point is also unsatisfactory.'” The
iAMOEBA model’ has a melting temperature of 261 K, which
is better than that of most of the polarizable models but is still
significantly lower than the experimental value.”* Although ice
density was included in the parameterization of the BK3 model,
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Figure 13. Self-diffusion coefficient of water predicted from the HBP,
BK3, and TIP4P/2005 models. Experimental data’”® are shown as a
solid line. The simulation uncertainty is smaller than or comparable to
the symbol size.

the performance of the BK3 model for representing solid-phase
properties was not found to be significantly better than that of
the proposed HBP model, which was parameterized only to
properties under ambient conditions. The nonpolarizable
TIP4P/2005 model shows a performance for representing
solid-phase properties that is comparable to that for the
polarizable models.

IV.G. Overall Comparison with Prior Models. In Table
S, the proposed HBP water model is compared with the
polarizable BK3, GCP, and nonpolarizable TIP4P /2005 models
with respect to their ARD% from the experimental data. As
detailed in Table 5, the proposed HBP model gives a
satisfactory representation for vapor—liquid equilibrium proper-
ties, with the deviation from the experimental data being
smaller than 10%, better than the BK3 and GCP models. The
nonpolarizable TIP4P/2005 model is not adequate for
calculating vapor pressures. For dimer properties and the
second virial coeflicient, the performance of the HBP model is
not as good as that of the BK3 and GCP models but is
significantly better than that of the TIP4P/2005 model. For
properties of liquid and supercritical water, such as dielectric
constant, density, and isobaric heat capacity, the performance of
the HBP model is comparable to or better than that of the BK3
model. The HBP and GCP models underestimate the
temperature of maximum density at 1 bar, whereas the BK3
and TIP4P/2005 models represent accurately the density—
temperature diagram. For the solid phase, all models studied
here overestimate the density of ice (phase Ih) and under-
estimate the melting temperature. Although the melting
temperature of the GCP model has not been reported, it is
expected to be much lower than 273.15 K, as the model
predicts a low temperature of maximum density at 1 bar. For all
of the properties investigated in this work, the proposed HBP

Table 5. ARD% between Calculations from Molecular Water

Models and Experimental Data”
HBP BK3 GCP TIP4P/2005

PR 038 1.8 0.7 038
P o 8.2 21 13.8 52.8
P 84 21 12.3 54.1
AH 2.6 6.6 4.3 11

Eimer 74 13 0.7 37.2
B, 26 7.8 1.8 457.3
Toa 83 0.7 7.9 0

€ 1.1 5.3 25.9
Piuid 1.0 2.4 1.6
C, 12.5 164 143
n 8.0 7.8 7.0
D 4.3 4.0 4.3
T 9.5 8.4 8.4
Dice 1.1 0.7 0.4

“ARD% = 2:’:1 abs[(Asim,i - Aexp,i)/Aex‘p,i]/n'

model shows, overall, a performance that is better than or
comparable to that of the existing polarizable models. When
compared with the nonpolarizable TIP4P/2005 model, the
proposed model gives a systematically better prediction for the
properties of water in the fluid phase, whereas the
representation of the solid-phase properties is not improved.
A major difference between the proposed HBP model and the
existing water models lies in the use of the hydrogen-bonding
term. The inclusion of the hydrogen-bonding term does not
make the proposed HBP model overcome the difficulties
(common to most existing polarizable models) in representing
solid-phase properties because the amount of transferred charge
is not expected to be significant in pure water.”” However, with
the hydrogen-bonding term, the HBP model may provide
superior predictions of properties of aqueous mixtures, in which
the asymmetric environment around a water molecule makes
the effect of charge transfer more pronounced.

In general, polarizable models show better agreement with
the experimental data than nonpolarizable models. However,
the computational cost of polarizable models is generally much
higher than that of the nonpolarizable ones, which limits their
appeal. In Table 6, we show the simulation speed of the HBP,

Table 6. Speed of Running Isothermal—Isobaric MD
Simulations (Time Step 1 fs) for a System of 1000 Water
Molecules Using LAMMPS on a 16-Core Sandybridge Intel
Processor

HBP
4.0

BK3
22

TIP4P/2005

speed (ns/day) 12.5

BK3, and TIP4P/2005 models. The speed reported in Table 6
is based on isobaric—isothermal MD simulations of 1000 water
molecules using the open-source simulator, LAMMPS."" As a
single Drude charge is attached to the oxygen atom, the HBP

Table 4. Melting Temperatures, T,,, at 1 bar for Ice Phase Ih and the Corresponding Densities, p;..”

HBP BK3
T, (K) 247 + 3 250
Pice (kg/m?) 927 + 02 924

iAMOEBA SWM4 TIP4P/2005 expt.
261 186 250 273.15
929 927 921 917

“The properties of the iAMOEBA, BK3, SWM4 models are from refs 20, 24, and 33.
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model can be simulated efficiently using the extend Lagrangian
method, and the computational cost is only 3 times higher than
that for the TIP4P/2005 model. We confirmed that the
simulation results obtained using the extend Lagrangian
method agree well with those obtained from the simulations
using rigorous energy minimization. As three Drude charges are
used in the BK3 model, additional thermostats are needed by
the extended-Lagrangian method to control the relative motion
of core atom—Drude charge pairs, and the computational cost
of the BK3 model is 1.8 times higher than that of the HBP
model. Because the Drude charges are attached to the light
hydrogen atoms in the BK3 model, one may need to choose
carefully the time step and masses of Drude charges when using
the extended-Lagrangian method, to ensure the conservation of
Hamiltonian and numerical stability. If energy minimization is
used in the simulation, the speed of the BK3 model is 0.7 ns/
day, which is about 6 times slower than that of the HBP model.
The computational cost of the GCP model is expected to be
comparable to that of the BK3 model. We consider the modest
computational speed penalty of the HBP model relative to that
of the nonpolarizable models to be one of its major advantages,
representing a good balance between more realistic physics and
computational efficiency.

V. CONCLUSIONS

A new intermolecular potential model was developed for water,
with the aim of representing accurately the vapor—liquid
equilibrium and fluid-phase properties. The proposed HBP
water model uses a TIP4P-like rigid geometry, with van der
Waals interactions modeled by a Buckingham (exp-6) potential.
Electrostatic interactions in the model are described by
Gaussian charges. A negative Drude Gaussian charge is attached
to the oxygen atom to model the polarization. To account for
the effects of charge transfer, which is believed to be important
for aqueous mixtures, a short-ranged, anisotropic hydrogen-
bonding term is used. The model was parameterized against
water properties under ambient conditions, including configura-
tional energy, density, oxygen—oxygen partial correlation
function, dielectric constant, as well as minimum energy of
the water dimer. The proposed HBP model gives excellent
predictions for the saturation density, vapor pressure, enthalpy
of vaporization, interfacial tension, and critical point. The water
dimer energy and second virial coefficient are underestimated
by the proposed HBP model. The representation of fluid-phase
properties, including isobaric heat capacity, dielectric constant,
and density, as functions of temperature and pressure are better
than or comparable to that by other polarizable models. The
temperature of maximum density is underestimated by the
HBP model, and a similar underestimation can be found for the
GCP model, whereas the BK3 model predicts the maximum
density accurately. The density of ice phase Ih and its melting
temperature, which are not our primary interests, are not in
perfect agreement with the experimental data; however,
deviation from the experimental measurements for solid-
phase properties is a shared feature for most of the classical
models, both polarizable and nonpolarizable ones.

The proposed HBP model yields good performance for
vapor—liquid equilibrium properties and also shows reasonable
performance for other liquid- and solid-phase properties.
Whereas the BK3 model outperforms the HBP model for
temperature of maximum density, dimer energy, and second
virial coefficient, the HBP model is more accurate than the BK3
model at high pressures and temperatures. Overall, the

performance of the HBP model is comparable to that of the
BK3 model and better than that of the GCP model. The HBP
model, if simulated by the extended-Lagrangian formalism, is
computationally faster because of the use of a single polarizable
site. When compared to the nonpolarizable TIP4P/2005
model, the accuracy of the HBP model is systematically better,
while being only a factor of 3 slower. The proposed HBP model
can be simulated conveniently with the open-source simulator,
LAMMPS; the source code for handling Gaussian charge
electrostatics and sample input files are provided in the
Supporting Information.
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